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	 CHAPTER 1	� Perennial Questions

A painting is not a picture of an experience. It is an experience.1

​—​Mark Rothko

At Luther Luckett Correctional Center in LaGrange, Kentucky, prisoners 
convicted of violent crimes spent a year rehearsing and finally performing 
Shakespeare’s The Tempest. Lady Gaga sold out three Madison Square Garden 
concerts in one hour and performs to adoring fans. It has been said that in 
1841 people waited on the New  York docks for the ship carrying the final 
chapter of Charles Dickens’ The Old Curiosity Shop, to find out whether the 
character Little Nell had died. Parents in the United States and many other 
countries make sure their children learn to play an instrument, and make 
sure they work hard at it. By the age of two, my granddaughter Olivia had 
made over 100 “abstract expressionist” paintings. In 2017, a painting by Jean-​
Michel Basquiat was auctioned at Sotheby’s for $110.5 million.

These strange behaviors we call art are as old as humans. As early as Homo 
sapiens, and long before there was science, there was art. Archeologists have 
found ochre clay incised with decoration from 99,000 years ago,2 musical 
instruments from over 35,000 years ago,3 and masterful figurative paintings 
on the Chauvet cave walls from 30,000 years ago.4 There has never been a 
culture without one or more forms of art—​though not all cultures have had 
a word for art. Anthropologist Claude Lévi-​Strauss5 placed art above science, 
describing the work of the painter, poet, and composer as well as the myths 
and symbols of primitive humans as

if not as a superior form of knowledge, at any rate as the most fundamental 
form of knowledge, and the only one that we all have in common; knowledge 
in the scientific sense is merely the sharpened edge of this other knowledge.
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In modern, literate societies, there is no end to wondering about “art” and 
“the arts.” What makes something art? Do two-​year-​old Olivia’s paintings 
count? If I  say that Harry Potter is a greater novel than War and Peace, is 
this just a subjective opinion, or could I be proven wrong? Are the primitive 
looking paintings of Jean-​Michel Basquiat that sell for millions something 
any child could have made? If a revered painting turns out to be a forgery, 
does it become less good? Does the sorrow we feel when we read about 
the death of Little Nell have the same quality as the sorrow we feel when 
someone we know dies? Did reading about little Nell make us better, more 
empathetic people? Do we make our children smarter by enrolling them in 
music lessons? Is Lady Gaga’s musical talent something she was born with, 
or due to hundreds of hours of practice?

Many of these kinds of questions were first posed (and answered) by 
philosophers. But even those who have never read philosophy may wonder 
about these questions—​for whether or not we realize it, ordinary conversa-
tion often encroaches on philosophical questions. Psychologists who study 
the arts have often taken philosophical questions as their starting point but 
have tried to answer these questions not as philosophers but by using the 
methods of social science—​interviews, experimentation, data collection, and 
statistical analysis. What psychologists want to unpack is what art does to 
us—​how we experience art. As the painter Mark Rothko states in the epi-
graph to this chapter, art is not about an experience, it is an experience. This 
profound statement holds for all of the arts.

In the pages that follow, I take you to the labs of the growing number of 
psychologists carrying out studies of “experimental aesthetics,” including my 
own lab at Boston College—​the Arts and Mind Lab—​where I have worked 
for over three decades with my graduate students, lab managers, and many 
undergraduate psychology majors eager to learn about how psychologists do 
their work. I start out in the next chapter by raising a vexed question: What is 
this thing we call art that has existed since the earliest humans, that no other 
animals do, and that no culture has ever been without? Do the things we call 
art have any necessary and sufficient features that unite them and distin-
guish them from things we don’t call art? Over the centuries, philosophers 
have tried (and failed) to define art. Psychologists (perhaps wisely) ask a 
somewhat different question:  not “what is it,” but rather what do people 
think it is. And this is an empirical question.
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The questions raised in these pages are not easy to answer. My goal is to 
bring to life the observational studies and experiments that psychologists 
have designed to answer these questions. There is much work to be done, 
of course. But preliminary answers have emerged, and some of them may 
surprise you.



	 CHAPTER 2	� Can This Be Art?

Art is one of the most complicated of human endeavors. This claim will be-
come apparent to anyone who tries to define what art is and what it is not to a 
visitor from another planet, and who tries to defend this definition from one 
counterexample after the next. Attempts to define art have a vexed philosoph-
ical history. (These definitional attempts have focused primarily on the visual 
arts; hence the arguments and examples in this chapter are primarily visual.) 
British aesthetician Clive Bell1 remarked, “Everyone in his heart believes 
that there is a real distinction between works of art and all other objects.” 
Invariably, however, carefully crafted definitions leave out many things we 
want to call art, just as they typically include many things we don’t want to 
call art. Yet all (or most) of us think we know art when we see it.

Sara Goldschmied and Eleonora Chiari’s installation Where Shall We Go 
Dancing Tonight consisted of empty champagne bottles, cigarette butts, and 
confetti spread around on the floor of a room in the Museion Bozen-​Bolzano 
in Northern Italy. The museum’s website discussed this piece as an exhibi-
tion about consumerism and hedonism in Italy in the 1980s. But when the 
cleaning staff was asked to clean up the room after a book party had been 
held there, they not surprisingly mistook the installation for after-​party trash 
and dumped it all into recycling bins. When this blunder was discovered, the 
museum retrieved the trash from the bins and reconstructed the work.

What happened to the Goldschmied-​Chari installation is a clear-​cut case 
of someone implicitly classifying a work displayed in a museum as “not 
art.” It is similar to the case of French conceptual artist Marcel Duchamp’s 
porcelain urinal, a “ready-​made” found object that he titled Fountain and 
submitted to the Society of Independent Artist’s 1917 exhibit. The submission 
was rejected. But today, museums and art historians treat his ready-​mades as 
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art. Duchamp’s original work was lost, but Duchamp made a replica, which 
was auctioned off at Sotheby’s in 1999 for $1,600,000. His snow shovel that 
he titled En prévision du bras cassé [In advance of the broken arm] hangs in the 
Museum of Modern Art in New York, as does the third version of his Bicycle 
Wheel, mounted on a painted wooden stool, shown in Figure 2.1 (the original 
from 1913 was lost). Duchamp believed that any ordinary object could be el-
evated to the status of an artwork just by an artist choosing that object. The 
artwork is thus not the actual object but the idea behind it. Duchamp wanted 
to move art away from something to look at (he called that “retinal art”) to art 
that makes us think—​and to ask the question, “Why is that art?”

But to the uninitiated, like the cleaning staff in the Italian museum, these 
objects provoke a negative reaction. Why would anyone think these are art? 

Figure 2.1  Marcel Duchamp (1887–​1968). Bicycle Wheel. New York, 1951 (third ver-
sion, after lost original of 1913). Metal wheel mounted on painted wood stool, 51 × 25 
× 16 1/​2” (129.5 × 63.5 × 41.9 cm).
The Sidney and Harriet Janis Collection. The Museum of Modern Art. © Association Marcel 
Duchamp/​ADAGP, Paris/​Artists Rights Society (ARS), New York 2018. Digital Image © The 
Museum of Modern Art/​Licensed by SCALA I Art Resource, New York.
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One could ask the same question about avant-​garde composer John Cage’s 
work 4’33”, which requires the performers to remain completely silent on 
stage for the amount of time given in the title so that the audience members 
can listen to naturally occurring sounds and consider these as music. Why 
would anyone think of silence on stage, and coughs and creaking chairs and 
raindrops heard in the concert hall as music?2

We not only feel entitled to declare something presented as art as “not 
art”; we also willingly and freely denounce certain works of art as no good—​
recall the nineteenth century salon critics rejecting works by impressionists, 
or the near-​riot that ensued in 1913 when Igor Stravinsky’s ballet The Rite of 
Spring was performed. However, claiming that something is not art is not the 
same as claiming that something is bad art. I consider how we evaluate what 
is good and bad in art in Chapter 8. For now, are there any rules on which we 
can agree that tell us whether or not a pile of bottles in a corner of museum 
gallery is or is not a work of art?

Philosophers Define Art

Centuries of thinkers have tried to define art in terms of one or more neces-
sary and sufficient features. I offer you here a brief and incomplete laundry 
list of definitions offered by philosophers (and one Russian novelist). Plato 
(in The Republic) made representation, or mimesis, the defining feature 
of art. He believed that all works of art were imitations of ordinary objects 
(and, therefore, inferior to them, just as ordinary physical objects were infe-
rior to the ideal non-​physical forms of these objects). Immanuel Kant3 de-
fined art as a kind of representation that has no external purpose, that exists 
only for itself, though it has the power to communicate and stimulate our 
minds. Russian novelist Leo Tolstoy4 defined art in terms of its function: to 
express emotion. Clive Bell5 defined a work of art as something that has “sig-
nificant form”—​nonrepresentational combinations of lines, colors, shapes 
that lead to aesthetic emotion—​because only significant form can provoke 
an aesthetic emotion, an emotion different from all other kinds of human 
emotions, one that transports us out of ordinary human concerns into an 
exalted state. George Dickie6 proposed the institutional definition of art: a 
work of art is an artifact that has been offered up as a candidate for appreci-
ation by the art world. Monroe Beardsley7 offered a functional definition: a 
work of art is something that affords, or is intended to afford, an aesthetic 
experience—​that is, it causes us to consider the aesthetic value of the ob-
ject. Jerrold Levinson8 proposed an intentional-​historical definition: a work 
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of art is anything intended to be understood like previous artworks were 
understood.

The problem with some of these definitions is that they are non-​inclusive. 
Defining art as a form of representation leaves out non-​representational forms 
of art, such as most music or abstract art, just as it includes representations 
that we would not call art, such as diagrams and mathematical equations. 
Defining art as something that expresses emotion leaves out art that is not 
highly expressive—​conceptual art, decorative art, minimalist art. Defining 
art as something presented to the art world as art leaves out “outsider art” 
never shown in a museum. Some theories are circular: if something is art 
because it provokes an aesthetic experience (Beardsley) or an aesthetic emo-
tion (Bell), and an aesthetic experience or an aesthetic emotion is what is 
provoked by art, we have a circular, non-​testable proposition.

Some theories confuse or conflate the distinction art–​not art with the dis-
tinction good art–​bad art. For example, paintings that Clive Bell dislikes are 
said to lack significant form and thus are not art. Sir Luke Fildes’ painting 
The Doctor, which hangs in the Tate Museum in London, was deemed not a 
work of art by Bell because he found it sentimental and descriptive and un-
able to provoke aesthetic ecstasy. Bell did realize that not everyone is moved 
by the same works of art, and he dealt with this problem by saying that “I 
have no right to consider anything a work of art to which I cannot react emo-
tionally.”9 Thus, apparently, a work can have significant form for you but not 
for me; and thus it is art for you but not art for me.

In 2009, Denis Dutton, a philosopher of aesthetics in New Zealand, 
published a scholarly but also highly entertaining book called The Art 
Instinct: Beauty, Pleasure, and Human Evolution in which he analyzed our need 
for the arts by invoking arguments from evolution, considering this need as 
an “instinct.”10 In my view, one of his most important contributions was to 
take on the problem of defining art. He argued that we should not begin by 
pondering how to include atypical cases in the category of art—​cases such as 
a museum gallery floor strewn with bottles and confetti. Instead, he insisted 
we should begin with indisputable cases of art so that we can understand 
“the center of art and its values.”11 He offers us not a set of necessary and suf-
ficient features meant to apply to all works of art but instead an extensive list 
of features that he believes characterize typical works of art.

Here are the characteristic (but not necessary) features that prototypical 
works of art possess, according to Dutton:

Skill and virtuosity
Novelty and creativity
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Representation
Expressive individuality
Emotional saturation
Direct pleasure
Intellectual challenge
Imaginative experience
Culture of criticism
Style
Special focus
Existing within art traditions and institutions

Though none of these are meant to be necessary features, that does not 
mean that anything goes because “even if . . . there is ‘no one way’ to be a 
work of art, it does not follow that the converse ‘many ways’ are so hopelessly 
numerous as to be unspecifiable.”12

I think it is useful to divide Dutton’s features into three broad 
categories: what we perceive in works of art, how we respond to works of art, 
and contextual aspects of art. In the next sections I explain what he means 
by each one. See what you think. I’m sure you will think of counterexamples, 
art that does not possess a particular feature, underscoring that this feature 
need not be present for something to still be considered art.

What We Perceive in a Work of Art, per Dutton

Skill and Virtuosity

An art object is made with skill. This connects to pleasure: we admire skill, 
and recognizing great skill is deeply pleasurable. Necessary? Duchamp’s 
ready-​mades did not require technical skill because they were found, not 
made. Nor did Cage’s 4’33”. Exclusive to art? No, just think of sporting 
events, chess matches, great speeches. All of these take skill. Indeed, 
Dutton never argues that any one of his features are either necessary or 
sufficient.

Novelty and Creativity

An art object is novel and original. This also connects to pleasure. We like to 
be surprised, we admire novelty, and recognizing it is pleasurable. Necessary? 
What about art in the school of a great master? Not so novel. Novelty is also 
not exclusive to art. Just think of the taxi driver who finds a creative way 
around traffic, or a scientist who makes a new discovery.
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Representation

Much art involves representation. And, harking back to the first criterion 
listed, Dutton notes that we take pleasure in representation for the skill 
behind it, and because we may find the depicted objects pleasing in them-
selves. Necessary? Not for music and abstract art. And not exclusive to art 
since maps, equations, and codes are also representational.

Expressive Individuality

Artworks express something about the artist who made them, and we enjoy 
thinking about the mind behind the works. Necessary? Perhaps, in my view. 
When in the presence of a work of art, we cannot help but wonder about the 
mind and personality of the maker. But certainly individual expression is 
not exclusive to art, for this can also be said of any activity that is not totally 
rule governed and that allows for creativity—​whether cooking, hair-​styling, 
or advertising.

Emotional Saturation

Artworks are emotional, as is the experience of perceiving these works. 
The representational content of a work provokes emotions in us (such as 
sorrow at a sad scene in a painting), and the tone or expression of a work is 
also perceived and felt. Necessary? No. Minimalist paintings are not  satu-
rated with feeling. And emotion is not exclusive to art because funerals and 
weddings and many other of life’s experiences are saturated with emotion.

How We Respond to a Work of Art, per Dutton

Direct Pleasure

Art causes immediate pleasure for its own sake, with no utilitarian value. 
Necessary? No, a work that does not please us at all is still art, even if we do 
not like it. And pleasure is not exclusive to art, since lots of things give us 
pleasure for their own sake: a game of tennis, a sunrise, ice cream, sex.

Intellectual Challenge

Artworks challenge us intellectually (and this, too, is pleasurable). The phi-
losopher Alva Noë13 echoes this view when he writes that art aims to disclose 
us to ourselves, and expose to us what we did not know about ourselves. He 
calls art a “strange tool” because unlike most artifacts, art is a tool that has no 
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ordinary utilitarian function. Because it has no practical function, Noë writes, 
art forces us to ask what is this thing that I see in front of me. If we ask this, 
we extend our minds and have experiences we would not otherwise have. 
Necessary? Not for those artworks that are hackneyed. Not for a pop romance 
novel. But likely necessary for art we classify as great. Is this characteristic 
exclusive to art? Perhaps not, because many non-​art activities also challenge 
us when we try to make sense of them—​like listening to a lecture on string 
theory, or working out a mathematical puzzle. And yet these do not “expose 
us to ourselves.” Perhaps immersing ourselves in art is more like going to a 
psychiatrist: both experiences challenge us and force us to introspect.

Imaginative Experience

Artworks create imaginative experience for both the maker and the perceiver, 
and Dutton thinks this is maybe the most important of his 12 features. So 
do I. Artworks are experienced in a pretend world. We know that fictional 
characters are not real, yet they make us frightened, sad, relieved, and happy. 
We listen to music and experience emotions even though no events are 
causing us to feel sorrow, joy, or excitement. The imaginative experience 
caused by art is decoupled from any practical concern—​in Immanuel Kant’s 
eighteenth-​century words,14 art is for disinterested contemplation.

Dutton offers the example of a football game, asking why this is not a 
work of art even though it gives pleasure, elicits emotion, requires skill, is 
associated with criticism, and is given special focus. It’s not art, because 
watching the game is not an imaginative experience. This is not the virtual 
reality of art, it is actual reality. And we care who wins.

A similar point was made by the Spanish philosopher José Ortega y 
Gasset15:

[T]‌he artistic object is artistic only to the extent that it is not real. In order to 
enjoy Titian’s equestrian portrait of Charles V, it is a necessary condition that 
we do not see the authentic, living Charles V but only a portrait of him, that is, 
an unreal image. The man portrayed and his portrait are two completely dis-
tinct objects: either we are interested in the one or in the other. In the former 
case, we ‘associate’ with Charles V; in the latter, we ‘contemplate’ the artistic 
object as such.

In my view, imaginative experience may well be a necessary feature of a 
work of art. All forms of art—​whether visual art, music, literature, or dance—​
invite us to enter into an imaginary space, taking us away from “non-​art re-
ality.” But this cannot be a sufficient feature: other domains also invite us to 
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enter into an imaginary world—​games, pretend play, and perhaps mathe-
matics (though some mathematicians may disagree!).

Criticism

A critical language accompanies artworks:  critics talk about art, as do 
audiences. Necessary? If no critic ever wrote about a work of art, we would 
still call it art, wouldn’t we? Exclusive to art? No, for any human activity that 
is complex is accompanied by criticism, whether science, politics, or ath-
letics. We have critical discourse about diving competitions where form is 
important and somewhat subjective to judge, but not much about speed 
swimming, where all that counts is the fastest time.

Contextual Aspects of Art, per Dutton

Style

Artworks are made in particular styles, and hence abide at least loosely by 
sets of rules, just like most human activities—​language use, norms of polite-
ness, nonverbal communication, cooking. Researcher Shigeru Watanabe16 
showed that even mice and pigeons can distinguish paintings by style, dis-
criminating Monets from Picassos, Kandinskys from Mondrians. Infants17 
and young children18 can do this as well. We also group together different 
artists working in the same style. Computers, too, have been trained to clas-
sify by styles, distinguishing impressionism, surrealism, and abstract ex-
pressionism at 91 percent accuracy.19

Special Focus

Artworks are typically set apart from ordinary life, whether by a stage, a 
frame, a concert hall, or a museum. This sounds like what the philosopher 
Schopenhauer20 meant when he wrote that art “plucks the object of its con-
templation from the stream of the world’s course, and holds it isolated before 
it.” This is what another theorist of art, Ellen Dissanayake,21 meant when she 
said that art is set apart, made special. A curator at a major museum once 
mentioned how artists toss around their works in their studios but as soon as 
they are brought into the museum, the curators treat these same works with 
exquisite care, as sacrosanct.

When artworks are not formally set apart and thus “made special,” we 
sometimes do not recognize their value. An amusing illustration of this 
happened when the acclaimed cellist Joshua Bell agreed to participate in an 
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experiment. After recent sell-​out crowds at Boston Symphony Hall, he sat in 
the Washington, D.C. subway in the morning with a hat laid out to collect 
coins as he played Bach. Most passersby barely noticed him and gave no indi-
cation of recognizing that they were in the presence of an accomplished artist.

Art Traditions and Institutions

Artworks exist within a historical tradition, as do all organized social activi-
ties of humans. But of course this is not true of outsider art—​by prisoners, 
mental patients, children, and animals.

How to Evaluate Dutton’s Approach

It is difficult to disagree with anything on this list when it comes to proto-
typical works of art. But how far does this get us in pinning art down? Can 
we use this list as a tool to test whether something is or is not a work of art? 
Not if none of these features are necessary, as Dutton thinks. And not even 
if some of these features are necessary. And that is because none of these 
features are jointly sufficient to make something a work of art. Every one of 
these features can be found outside of art. Dutton tells us that if all of his 
features are present, we know we are looking at a prototypical work of art. 
But he also says all need not be present! Dutton’s list (as he would readily 
admit) tells us what we know about prototypical art but not art on the fringes.

In some cases, Dutton confuses the art–​non-​art distinction with the good 
art–​bad art distinction. That’s because some of his features apply only to 
great art. Novelty and expressive individuality are necessary only for great 
art:  lesser works of art are often derivative—​but they are still art (think of 
works by someone “in the school of Leonardo,” where the artist strives to 
paint in Leonardo’s style rather than develop an individual style). Intellectual 
challenge is a feature of the experience of great works, but what about ro-
mance novels we buy at the airport? Maybe these are not great, but if they are 
not instances of literature, which is a kind of art, what are they?

Why Is Art So Hard to Pin Down?

Is defining art a more difficult task than defining other kinds of things? Yes, 
because it is not a “natural kind.” Natural kinds can be defined by a set of 
necessary and sufficient features. Water is a natural kind, and we can readily 
define it as a certain combination of hydrogen and oxygen, H2O. Anything 
with this combination is water, and anything lacking this combination is 
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not water. The make-​up of water does not change over historical periods 
or across cultures. Water is a real thing that is mind-​independent. It exists 
whether or not humans are aware of it. The same goes for gold, or elephants. 
And we can verify objectively whether or not something is water, gold, or an 
elephant. Art is something very different.

Art is a socially constructed concept created by culture. Because it is socially 
constructed, it is not mind-​independent. It is our minds that pull together 
into one category the things we call art. Moreover, art is a socially constructed 
concept with very blurry boundaries, unlike the clearer boundaries of money, 
another socially constructed concept. And what counts as art can change 
over time and over culture.

We can liken the concept of art to the concept of game, another kind 
of mind-​dependent category. Here is what the philosopher Ludwig 
Wittgenstein22 said about games. There are many kinds of games—​chess, 
bridge, solitaire, board games, Olympic races, ring around the rosie, pre-
tend play—​and there is no one feature or set of features shared by all games. 
Instead, games are connected to one another by family resemblances; one 
game resembles another in some features (like eye color in families), but 
no one feature runs throughout all games (or all members of a family). 
Some games are physical, some cerebral; some are serious, some fun; 
some are competitive, some not, and so on. And there is no “best” example 
of a game. Wittgenstein used the metaphor of a rope made up of twisted 
fibers with no one fiber running throughout the whole length of the rope.

Nor is there any way to verify whether something is a game. If people 
consider something a game—​say, trying to beat the traffic lights, trying not 
to step on a sidewalk crack, or eating bugs on the “game” TV show Fear 
Factor,—​then it is a game for them, though others might disagree. The con-
cept of game, like art, is functional, defined by its use. Such concepts are 
open ones:  things we never dreamed of as games may become games for 
the next generation because new kinds of games with different kinds of 
properties can be invented. The philosopher Morris Weitz23 argues that art 
is also an open concept. Its boundaries are infinitely expandable because 
it must encompass previously undreamed of forms. We cannot list the de-
fining features of art because this would close the concept.

Replacing “What is art?” with “When is art?”

To ask whether the Goldschmied-​Chiari installation Where Shall We Go 
Dancing Tonight is a work of art is to ask a question that cannot be empirically 
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answered. For how could we ever put this question to an objective test? That 
installation is art if we treat it as art. Whether or not we like it or deem it good 
is an entirely different question.

The philosopher Nelson Goodman24 (also the founder of Harvard Project 
Zero, the research group where long ago I began my investigations into the 
psychology of the arts) argued that we should replace the question “What 
is art?” with the question “When is art?” The same object can function as a 
work of art or not, depending on how the object is viewed. When an object 
functions as art, it exhibits certain “symptoms” of the aesthetic. For example, 
an object functioning as art is relatively replete (full), meaning that more of 
its physical properties are part of its meaning and should be attended to than 
when that same object is not functioning as a work of art. Goodman asks 
us to consider a zigzag line, such as the one shown in Figure 2.2. Told that 
the line is a stock market graph, all we attend to are the peaks and dips. We 
could get the same information from a set of numbers. But if this same line 
is part of a drawing (say, the outline of a mountain), all of the line’s physical 
properties are suddenly important and part of what the artist wants us to 
attend to—​its color, texture, edges, thickness, among other things. And we 
cannot translate this experience into a set of numbers.

I take Goodman’s concept of repleteness to be a psychological claim—​
about the attitude we shift into when we categorize something as a work of 
art. This is a claim that psychologists could actually test. The importance 
of repleteness reminds me of Bell’s significant form. When something 
is functioning as a work of art, we do not only look through it to what it 
represents. We also attend to its formal, surface properties. Ortega y Gasset 
makes the same point as Goodman. When we look at a painting of a garden, 
we can see right through the surface properties of paint and focus just on 
the garden. But if we do this we are not adopting an aesthetic attitude. He 

Figure 2.2  Zigzag line that could be from a stock market graph or a line drawing 
of mountains.
Drawing by Nat Rabb.
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makes an analogy to looking at a garden through a window. We can focus 
our eyes on the garden, or we can make an effort and refocus our eyes on the 
windowpane.

Then the garden disappears from our eyes, and all we see of it are some con-
fused masses of colour which seem to adhere to the glass. Thus to see the 
garden and to see the window-​pane are two incompatible operations: the one 
excludes the other and they each require a different focus.25

This refocusing requires the capacity to reflect on the character, rather than 
the content, of visual experience—​and this focusing on the nature of our 
visual experience may well be at the heart of an aesthetic experience.

The philosopher Roger Scruton26 makes a similar psychological point in 
his description of a carpenter who chooses the way to frame a door just on 
the basis of what looks right. This is a purely aesthetic judgment, not an in-
strumental one, and Scruton27 defines such an attitude as

a desire to go on hearing, looking at, or in some other way having experience 
of X, where there is no reason for this desire in terms of any other desire or 
appetite that the experience of X may fulfill, and where the desire arises out of, 
and is accompanied by, the thought of X.

We care about the way things look when we set a table for guests, when 
we arrange our living room furniture, when we pick our clothes. This aes-
thetics of everyday life, Scruton argues, is a state of mind that is fundamental 
to human nature, and lacking in other animals. Birds may sing, but there is 
nothing in their behavior that allows us to say that the birds are contemplating 
how the song sounds. Thus works of art are things that function in certain 
ways: they are “objects to be enjoyed for their appearance and whose appear-
ance is to be interpreted purely for what it means and without reference to 
some (further) practical function.”28 This seems to me to be close to the idea 
of repleteness. And also close to Kant’s29 belief that the aesthetic attitude is 
one of disinterested pleasure, divorced from practical constraints, divorced 
from any desire for the object causing the pleasure.

Consider a second Goodman symptom of the aesthetic, metaphorical ex-
emplification, which I prefer to refer to with the more transparent term, ex-
pression. When an object is functioning as a work of art, it has the peculiar 
property of evoking without representing. It can express properties that it 
does not literally possess, such as a mood. A painting can express sadness or 
joy, but is not literally sad or happy. A painting can express loudness, but is 



18  |  Introduction

not literally loud. A symphony can express color, but is not literally colorful. 
One would not describe a scientific graph as expressing emotion or loudness 
or sharpness. So that same zigzag line can express properties it does not 
literally possess when a perceiver attends to its visual properties (and thus 
treats it as a work of art in Goodman’s functional sense) as opposed to its 
informational content (and thus treats it as a graph). Of course, we can still 
respond to a scientific graph in terms of how ugly or beautiful it is, but we do 
not impute non-​literal properties to graphs.

Dutch cognitive psychologist Rolf Zwaan carried out a study in 1991 that 
I believe provides direct support for Goodman’s claim that the same object 
can function as art or not-​art.30 He presented people with six texts, some of 
which were originally from newspapers, others from works of literature. Both 
could pass as either news stories or literature. Half of the people were told 
they were reading an excerpt from a newspaper account of events; the other 
half were told they were reading an excerpt from literature. The hypothesis 
was that texts read as literature would be read more slowly because litera-
ture is to be savored rather than skimmed. As the linguist Roman Jakobson31 
noted, in literature the poetic function of language is primary—​and we focus 
on the structure of the message rather than looking through the message to 
the meaning. It follows, then, that how the meanings are conveyed (the pre-
cise wording) should be recalled better in a text read as literature rather than 
as news. Following is one of the texts used in this study, originally a news 
article, about a former Romanian political prisoner:

His first confrontation with the police dates from winter 1983. He studied to 
be a stage director at night-​school, and worked in a studio during the day-
time. The energy shortage, a consequence of megalomaniac investments in 
the petrochemical industry, was dire. Two measures became simultaneously 
operative:  the energy prize was multiplied and the supply of energy was se-
verely reduced. A  propaganda campaign accompanied the cold under the 
slogan: 50 percent materials, 100 percent performance. Sorin drew a man cut 
in two, wrote the slogan under it, and sneaked at night to a factory gate. He 
pinned up the drawing, believing himself unseen. The next day, he was picked 
up from his work. At first, he was treated in a friendly manner at the police sta-
tion. He was offered some coffee. During the interrogation, the central ques-
tion was by whose order Sorin had pinned up that drawing. Sorin remained 
silent. They hit him. He refused to talk. They threatened to cut his wrists. He 
denied having anything to do with the drawing. They showed him the door. 
‘Just go’. As he walked down the corridor, an officer grabbed hold of him and 
knocked him unconscious. When he came round, he lay in the comer of a 
cell, his hands and face covered in blood. Two fingers of his right hand were 
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paralyzed; they had cut the tendons. He was then allowed to go. In the bus 
people wondered at his blood-​covered face and hands.

When people believed they were reading literature, they read more slowly. 
Consistent with this finding, verbatim memory for the surface features of 
the text was higher when people thought they were reading literature. This 
was measured by presenting people with sentences from the texts with one 
word in capital letters. Some of the time, this word was a synonym of the 
original word read. The task was to decide whether this was the word used 
in the text or not.

In Goodman’s terms, the text became replete when it was approached as 
literature. In contrast, when the participants thought they were reading a 
news account, they looked through the words to their meaning and hence 
confused synonyms with what they had originally read. For Goodman, it 
makes no sense to ask if a text is literature. We can only ask whether it is 
functioning as literature. And the same goes for any kind of art.

Goodman’s approach differs from Dutton’s in his insistence that what 
makes something art is how it is perceived. A pattern made from accidentally 
spilled paint can function as a work of art if I attend to its repleteness and its 
expression. The Goldschmied-​Chari installation was functioning as a work 
of art to viewers who attended to the patterns created by the way the bottles 
were laid out (whether they were carefully laid out or just tossed there) and 
who noticed that this work expressed corruption and decadence. But this 
same installation was not functioning as a work of art for the cleaning staff, 
who presumably noticed none of these things.

But in another way, Goodman’s approach is similar to Dutton’s: both give 
us a probabilistic way to determine whether something is a work of art, or is 
functioning as one. Like Dutton, Goodman believes his symptoms are nei-
ther necessary nor sufficient, but if all or most are present, the object is likely 
functioning as a work of art. Thus neither Weitz, Goodman, nor Dutton give 
us a set of rules against which we can definitively test an object’s art–​non-​art 
status.

Replacing “What is art?” with  
“What do people think is art?”

Philosophers worry about what art is. Psychologists do not. Instead, they 
want to find out what people think art is. These are quite different questions. 
The philosopher’s question presumes a right answer if we can think clearly 
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enough. A  philosopher’s methods entail reflection as well as thought 
experiments—​for example, testing an imagined example of art against a 
proposed theory to see if it is encompassed by that theory. The philosopher’s 
right answer could be a logical definition, as Bell offered, a probabilistic 
definition as per Dutton and Goodman, or an acceptance that there is no 
definition because art is an ever-​open concept, as per Weitz. In principle, 
philosophers could come up with a definition they propose is true that would 
differ from the answer that ordinary people would give. That would not 
trouble the philosopher, and would likely have no influence on the ordinary 
person.

Both questions have merit. But they require very different ways of going 
about answering them, one by reasoning and introspection, one by empirical 
study. Some philosophers have become interested enough in psychologists’ 
questions to engage in what has come to be called “experimental philos-
ophy.”32 They take philosophical issues and study how ordinary people think 
about them. Richard Kamber33 is a philosopher who carried out a psycholog-
ical study on the question of what non-​philosophers—​art professionals as 
well as ordinary people—​think is and is not art. He believes that this kind 
of study can actually illuminate a philosophical problem: how to define art. 
Other philosophers might disagree. Nonetheless, what a psychologist (and 
Kamber) want to find out about is what the category “art” looks like in the 
mind of the non-​philosopher.

Kamber used the simplest method available to psychologists—​a self-​
report survey. He posted two online questionnaires designed to test people’s 
intuitions about whether various objects qualified as art. Unlike Dutton, he 
used only potentially controversial, non-​prototypical cases of art—​with the 
goal of discovering where people draw the line. He gave people examples 
of things we might or might not classify as art, and for each, participants 
had say whether it was art or not art, or whether they were unsure. One 
hundred and fifty-​one participants, most of whom were university or college 
faculty members, completed the surveys. Of the respondents, 52% were “art 
professionals” (which included artists, art historians, employees of art or-
ganizations, and philosophers of art), 39% were “art buffs” (people who had 
taken three or more courses in the history, theory or philosophy of any of the 
fine or performing arts, and had visited museums at least twice a year, as 
well as had attended concerts or plays also at least twice a year); and 9% were 
neither of these and were considered “ordinary folk.”

Each example Kamber presented to his participants was selected to test a 
particular hypothesis. To see whether people would be willing to allow “bad 
art” to be art, he offered a painting of Elvis Presley on velvet. The majority 
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answer was yes, art. To see whether plain old ordinary objects could be art, 
he gave them white envelopes. The majority answer was no, not art. To see 
whether art is something that has to be human-​made, he showed them a 
painting by an elephant given a brush to hold in its trunk. The answer was 
no, not art. To see whether nature qualifies, he proposed a dead tree. Again, 
not art.

Kamber’s informal survey tells us that educated people who know a lot 
about art (the majority of his participants) are able to agree on average on 
where they draw the line between art and not art. And yet . . . even when 
most people agreed that an object was not art, responses were never unan-
imous. Take the example of the dead tree: 84% said a dead tree was not 
art, and 16% said it was art. Over half of those who said it was a work of 
art were art professionals. Kamber imagines a group of biologists asked to 
decide whether a plastic Christmas tree is a plant. Not one would say yes. 
Unlike the boundaries of the biological category plant, the boundaries of 
the socially constructed category art are porous. And that is why people 
disagree.

Kamber designed his study very informally, testing a grab bag of 
theories, using only one or two examples to test each one. Psychologists 
are more likely to design a study to zero in on one or two criteria that might 
be used to distinguish art from non-​art. One such study was carried out by 
cognitive psychologist Jean-Luc Jucker and his colleagues.34 The potential 
criterion he addressed was perceived intentionality: are people more likely 
to judge something as art if they believe it was intentionally crafted rather 
than being the product of an accident? Jucker and his colleagues presented 
non-​art experts with images and asked them to decide, using a seven-​point 
scale, how strongly they considered these images to be works of art. This 
is a more sensitive measure than the yes-​or-​no, all-​or-​nothing, response 
that Kamber asked of his participants because it can tell us about degrees 
of “artness.”

The clever manipulation was that participants saw the images accompanied 
by artist statements either making it clear that the image was intentionally 
crafted to look the way it did, or making it clear that the image was the by-
product of some other action and thus was accidental. For example, the 
out-​of-​focus photograph shown in Figure 2.3 was presented in the high-​in-
tentional condition accompanied by an artist statement that the defocussing 
was an attempt to make the colors more vibrant. In the low-​intentional con-
dition this same image was presented along with the artist statement that 
he had forgotten to focus his camera. There was also a control condition in 
which the images were presented with no statements at all.
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Here is another pair of artist statements that stress either intentionality 
or accident.

Accompanying a wooden board with a large trail of black paint, participants 
read one of the following two artist statements:

	 (1)	 Because of its simplicity and expressivity, this piece may look like a 
branch painted in Japanese style. In fact, it is just a wood board on 
which I had laid a chain that I needed to paint in black for another work.

	 (2)	 This piece is inspired by Japanese art, which I like for its simplicity 
and expressivity. In this instance, I have tried to represent a single 
branch using just black paint, which I applied on a wood board using 
a chain.

If you responded like the participants, you would have given higher artness 
ratings to the image you believed was created intentionally rather than as 
a byproduct of some other action. In a control condition where no artist 
statements accompanied the images, artness ratings were as high as those 
for images accompanied by high-​intentionality statements. Thus people 
assumed that these images were intentionally produced and thus art.

Figure 2.3  Out-​of-​focus photograph used in Jucker, Barrett, and Wlodarski’s 
(2014) study.
Photograph by Jean-​Luc Jucker. Reprinted with permission of SAGE Publications Inc. © SAGE 
Publications.
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Jucker’s study shows us that concept of intentionality is central to art. 
Works of art are things that are made intentionally. Yet recall that Kamber’s 
participants did not unanimously classify a dead tree as not art, even though 
a dead tree is not anything anyone intentionally made. Again, this just shows 
us how the boundary between art and non-​art is slippery and is not the same 
for everyone. This is the fate of a socially constructed concept, in contrast to 
a natural kind concept (described in the next section).

Forced-​choice studies like Kamber’s and rating-​scale studies like Jucker’s 
lack ecological validity: in daily life, we do not ask ourselves whether a dead 
tree is art, nor do we ask ourselves the degree to which an object is a work 
of art. That’s why Nathaniel Rabb, manager of my Arts and Mind lab, and 
I sought out less explicit ways to get at how adults (and children) mentally 
represent the concept of art.

Linguistic Judgments

Instead of asking what is and is not thought to be art, we explored the 
kind of concept people implicitly believe art to be.35 We did this by asking 
people to judge how sensible various sentences about art and other kinds of 
concepts sounded, drawing on work by psychologist Barbara Malt36 in her 
investigation of intuitive differences in how we think about different kinds 
of concepts. The concepts she investigated were nominal kinds (like triangle, 
true by definition, and defined by necessary and sufficient features), natural 
kinds (like animal, which reflects the structure of the natural world, and has 
some necessary features), and artifacts (things made by humans and defined 
by their use, lacking necessary and sufficient features).

Each sentence presented to participants began with a linguistic “hedge”—​
a modifier that qualifies the statement in some way—​as shown next. Try this 
out: on a scale from not at all sensible to very sensible, how would you judge 
each of these three sentences?

Loosely speaking, that’s art.
According to experts, that’s art.
By definition, that’s art.

Now try this for a natural kind category, animal:

Loosely speaking, that’s an animal.
According to experts, that’s an animal.
By definition, that’s an animal.
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And now for a nominal kind category, triangle:

Loosely speaking, that’s a triangle.
According to experts, that’s a triangle.
By definition, that’s a triangle.

And finally, an artifact concept, tool.

Loosely speaking, that’s a tool.
According to experts, that’s a tool.
By definition, that’s a tool.

Our question was whether people treat the concept of art more like arti-
fact concepts (since artworks are artifacts) than like natural or nominal 
kinds. Here is what our respondents told us. It sounds better to say “loosely 
speaking” and “according to experts,” and worse to say “by definition,” when 
classifying something as art than when calling something a tool, an animal, 
or a triangle. So even though art is a kind of artifact like a tool, people do not 
treat art and tools the same way. “Loosely speaking” is better for art—​because 
art has such loose boundaries. And “according to experts” is also better for 
art—​since when something has loose boundaries, we might need to appeal 
to experts. These findings tell us something about the kind of concept that 
art is. Namely, in comparison to other kinds of categories, including non-​art 
artifacts, art concepts have the loosest boundaries, are delimited by experts 
to the greatest degree, and are least definable.

What Things Do Children Call Art?

In a second kind of “implicit” task, we explored whether children show us 
by their namings whether they distinguish art from non-​art. Our question 
was whether young children have formed an implicit category, art. Children 
certainly engage in art activities in preschool and kindergarten, and teachers 
certainly use the term art around young children (“Time to make art!”). Has 
this allowed children to form an art category?

We showed children (ages three to eight) photographs of art and non-​art 
artifacts, explained that they were made deliberately and with care, and then 
we asked “What is this?”37 The non-​art artifacts included familiar human-​
made functional objects like a ball, a book, a cup, and a toothbrush. For 
example, while looking at a picture of a hand-​made toothbrush, children 
were told, “Lucas had some wood and plastic. He carefully sawed the wood 
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and cut the plastic with some tools. Then he glued them together. This is 
what it looked like. What is it?” The art artifacts were abstract paintings 
and drawings. While looking at one of these, children were told, “Nora 
took some different-​colored paints and three jars of water. She mixed the 
paints with the water and then carefully applied the mixtures to a page with 
a brush. Here is how it looked at the end. What is it?” Some of the ab-
stract images looked a little like something in the world, others resembled 
nothing. We expected children to name the represented content whenever 
they could (e.g., shown a picture that looks like the sun and asked, “What is 
it,” a perfectly reasonable response is to call it a sun), and so we were partic-
ularly interested in what they would say about purely abstract images.

Children had no trouble naming the hand-​made toothbrush and other 
non-​art artifacts correctly, as did an adult comparison group. But when it 
came to naming the artworks, even the oldest children rarely used the terms 
art, painting, or drawing. Instead, when they could imagine something rep-
resentational in the image, they named the represented object (“It’s a sun.” 
“It’s an onion with lines coming out.”). When they could not see anything 
representational in the image, they often named the material (“It’s paper and 
pencil.” “It’s lines, ink, a splatter of paint.”) or described the shapes (“It’s 
blue and pink spots.”).

In a follow-​up study using the same images we asked children, “Why 
do you think he/​she made it?” after each item. They gave correct utilitarian 
explanations for the non-​art artifacts like a toothbrush (“To brush his teeth.”), 
and very different kinds of reasons for the artworks. About half of the time 
children were able to come up with reasonable non-​utilitarian reasons for 
why someone would make what we presented as an artwork, saying things 
like “For it to look pretty”; “He felt like drawing”; “To look at it”; or “To put 
on the wall.”

The fact that children were reluctant to name a painting “art” or “a 
painting,” but had no trouble naming a toothbrush “a toothbrush” shows 
that they have not yet acquired an explicit category, “art.” But the fact that 
they gave utilitarian reasons for why someone would make a non-​art artifact, 
and non-​utilitarian reasons for why someone would make an art artifact, 
shows that they recognize, implicitly, a distinction between these two kinds 
of artifact. Moreover, many of the reasons they gave for making a picture 
(listed earlier) are perfectly sensible:  artists do make images just because 
they feel like it, because they want to display them, and because they want 
them to look beautiful. These children were actually right on the mark!

And so, while we may not be able to agree on whether certain boundary 
cases count as art, as Kamber showed, we do agree on intentionality as a 
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criterion for distinguishing art from non-​art, as Jean-​Luc Jucker showed. 
And we make an implicit distinction between art and non-​art artifacts, as 
shown in our study of linguistic hedges. And even young children make an 
implicit distinction between art and non-​art artifacts, as shown by the non-​
utilitarian reasons they offered us for why someone would make a picture, 
as opposed to a toothbrush.

In Sum: Art Works as a Socially Constructed Category

The definitions of art proposed by great philosophical minds have them-
selves all been disputed by other great philosophical minds. What makes 
art impossible to define conclusively is that artists are always widening the 
boundaries. Artists intentionally set out to confuse us about our definition 
of art, to make us question our definition, and to make us expand our defini-
tion. In contrast, as my philosopher friend Naomi Scheman said, elephants 
do not intentionally set out to mess with our concept of the species elephant. 
In addition, as Alva Noë says, art makes us think about ourselves and art 
makes us think about art—​what it is and what it is doing to us and how 
it is doing this to us. Artists like to come up with new ways to do these 
things to us.

Dutton’s analysis shows us the characteristics that are present in pro-
totypical cases of art—​and I  think most of us would not dispute these as 
typical characteristics. But when it comes to non-​prototypical instances of 
what some might call art, Kamber’s survey study shows that even art experts 
cannot agree on where to draw the line between art and non-​art. And yet the 
human mind cannot help but see a similarity across all of the so very dif-
ferent kinds of things that we can all agree are art—​a symphony, a painting, a 
sculpture, a dance, a play, a cathedral, a film. Perhaps we are implicitly using 
the characteristics described by Dutton to group these things under one all-​
purpose term, art.

Goodman’s analysis shows us how adopting what I would call an aes-
thetic attitude can make anything function as a work of art. Splatters 
of paint (or bottles on the ground) become works of art (irrespective of 
whether we call this good or bad art) when we decide to construe them as 
such. Most important is the psychological claim:  this construal changes 
how we respond to something like paint splatters—​we start to attend to 
surface properties (Goodman’s repleteness) and we start to wonder and 
theorize (what is the artist trying to make me think)? Ortega y Gasset 
made the same kind of psychological claim about visual art:  when we 
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look at a painting as art, we refocus away from what is represented and 
focus instead on the quality of our visual experience. Zwaan’s experiment 
presenting texts as literature versus news articles provides empirical evi-
dence that Goodman and Gasset are right: construing a text as literature 
(art) slows us down as we read so we can attend to and remember the sur-
face properties of the language rather than look right through the words 
to what they mean. And so, while neither philosophers nor laypeople can 
define art in an airtight fashion, psychologists, following along the lines of 
Zwaan’s study, may well be able to demonstrate the psychological effects 
of adopting an aesthetic attitude.

Whatever art is, we know that it is tightly bound up with feeling. The next 
section of this book, which I have called “Art and Emotion,” takes up the 
question of how it is that we can perceive human emotions in art and how it 
is that art can make us feel so strongly. The problem is particularly puzzling 
for non-​representational art, such as music and completely abstract art, with 
no depictions of humans showing emotions and no depictions of emotion 
arousing situations. Can pure form show emotion? Can pure form evoke 
emotion? And if so, how does this work?





	 PART II	� Art and Emotion

Art is inextricably linked to emotion. All sorts of other-
wise disparate authorities agree. Emotion was central 
to Tolstoy’s definition of art, and also takes a promi-
nent place in Denis Dutton’s list of characteristic 
features. Nelson Goodman reminds us that when an 
object functions as a work of art, we perceive it as 
conveying properties that it does not literally possess—​
such as emotion. The painter Mark Rothko said he was 
interested only in expressing basic human emotions—​
tragedy, ecstasy, doom.1 Franz Kline said the he painted 
“not what I see but the feelings aroused in me by that 
looking.”2 And we assume that art has the power to 
move us emotionally. When works of art are praised, 
we talk about them as moving and as having a pow-
erful emotional impact.

Both the perception and elicitation of emotion in 
music pose non-​obvious questions. Do we read emo-
tional meaning into the pure form of music, without 
lyrics? And does music make us feel emotions? The 
same questions arise for abstract visual art. While we 
can certainly understand that a representational pic-
ture of a person suffering, or a picture of a barren land-
scape both convey sadness, do we also read emotional 
meaning in the lines, forms, colors, and compositions 
of abstract pictures? And does abstract art evoke 

 

 



30  |  How Art Works

emotion in the viewer? If the answer to any of these 
questions is yes, we must then try to explain how this 
is possible. And there is another puzzle: why is it that 
we willingly seek out works of art that make us feel 
sad or that represent objects that in “real life” we try 
to avoid? These considerations of art and emotion are 
the questions explored in Part II of this book. I  start 
with music.



	 CHAPTER 3	� Wordless Sounds
Hearing Emotion in Music

There is no known culture without music,1 and as mentioned earlier, mu-
sical instruments have existed for at least 35,000 years.2 Today we are contin-
ually inundated by music—​and so we experience music far more often than 
any other art form. We work at our computers as Spotify plays our curated 
lists. Students on college campuses walk to class with ear buds playing their 
song lists. A survey in Sweden where students were contacted seven times a 
day at random intervals for two weeks found that students were listening to 
music 37% of their waking hours.3 We apparently now spend more time lis-
tening to music (probably with lyrics) than reading or watching TV or film.4

As we listen, we often describe pieces of music as sad or happy, tragic or 
cheerful, tender or harsh. We praise particular pieces of music or particular 
performances as powerfully expressive, and we critique others as cold, me-
chanical, or lifeless. At least today, Western listeners use emotional expres-
siveness as the most important criterion in evaluating music.5

But there is a puzzle here. What sense does it make to claim that music 
expresses emotions? After all, only sentient creatures can have emotions. 
And music is non-​sentient. Of course, this puzzle only arises for music 
without lyrics (since words can be about emotions)—​hence the title of this 
chapter, “Wordless Sounds.”

The nineteenth-​century Viennese music critic Eduard Hanslick tried to 
resolve this puzzle by denying that music expresses emotions. He argued 
that music expresses musical ideas, not feelings, and that “a musical idea 
reproduced in its entirety is not only an object of intrinsic beauty but also an 
end in itself, and not a means for representing feeling and thoughts.”6
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In his 1936 autobiography, composer Igor Stravinsky articulated a similar 
formalist position7:

For I consider that music is, by its very nature, essentially powerless to express 
anything at all, whether a feeling, an attitude of mind, a psychological mood, 
a phenomenon of nature, etc. Expression has never been an inherent property 
of music. That is by no means the purpose of its existence. If, as is nearly al-
ways the case, music appears to express something, this is only an illusion and 
not a reality. It is simply an additional attribute which, by tacit and inveterate 
agreement, we have lent it, thrust upon it, as a label, a convention—​in short, 
an aspect which, unconsciously or by force of habit, we have come to confuse 
with its essential being.

These are extreme positions, ones I believe more likely to be taken by mu-
sical experts who focus on the structure of the music, rather than by the 
more typical listener. The view that music expresses emotion is far more 
common both among philosophers of music and participants in psycholog-
ical studies, whether musicians or non-​musicians.

One way that music could express emotion is simply through a learned 
association. Perhaps there is nothing intrinsically sad about a piece of music 
in a minor key, or played slowly with low notes. Maybe we have just come 
to hear certain kinds of music as sad because we have learned to associate 
them in our culture with sad events like funerals. If this view is correct, since 
different cultures probably make different kind of music–​event associations, 
we should have difficulty interpreting the emotions expressed in culturally 
unfamiliar music.

Diametrically opposed to this view is the position that the link between 
music and emotion is one of resemblance.8 For example, when we feel sad we 
move slowly and speak slowly and in a low register. Thus when we hear slow, 
low music, we hear it as sad. If this view is correct, we should have little dif-
ficulty understanding the emotion expressed in culturally unfamiliar music.

Of course, it would be naïve and simplistic to say that music is only about 
emotion. It is also about ideas. In a 2017 The New  York Times interview, 
conductor Semyon Bychkov described the end of Tchaikovsky’s Pathétique 
Symphony in these terms: “Because of these violent accents, because of the 
tempo, because of the theme taken to B minor: All that makes me feel very 
strongly that this is not about an acceptance of death, but a protest against 
it.”9 Similarly, in a Live from Lincoln Center broadcast in 2013, cellist Yo Yo Ma 
talks about music as storytelling.10 Playing an excerpt from Edward Elgar’s 
cello concerto, Ma describes this piece as representing “almost the end of 
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the British empire, or the knowledge that big changes are going to happen.” 
He asks us to imagine the reality of that era for millions of people. We can 
read about it, of course. But music can also depict this, he said, as he played 
an excerpt from Dmitri Shostakovich, who reportedly wrote this about his 
Symphony No. 10:

I did depict Stalin in music in . . . the Tenth [Symphony]. I wrote it right after 
Stalin’s death, and no one has yet guessed what the symphony is about. It’s 
about Stalin and the Stalin years. The second part, the scherzo, is a musical 
portrait of Stalin, roughly speaking. Of course there are many other things in 
it but that is the basis.11

In this chapter I raise the following questions about music and emotion—​
without assuming that music is only about emotion. First, what kind of 
emotions do we agree on as conveyed in music—​specific emotions like 
happy, elated, wistful, nostalgic, mournful, or only very general kinds of 
feelings, positive as opposed to negative, and energetic as opposed to calm? 
Second, what are the underlying mechanisms that cause us to hear emo-
tion in wordless sounds? And third, is our ability to hear certain kinds of 
music as expressing certain emotions learned or innate, culturally specific 
or universal?

Does Music Express Discrete Emotions  
or Something More General?

Philosopher Susanne Langer12 argued that music expresses the subtle 
complexes of feeling that we cannot name, and that music reveals the nature 
of our emotional life in a far more nuanced and truthful way than language 
can reveal. The emotions we hear in music often seem difficult to capture 
in words. Finnish composer Jean Sibelius said, “If I could express the same 
thing with words as with music, I would, of course, use a verbal expression. 
Music is something autonomous and much richer. Music begins where the 
possibilities of language end. That is why I  write music.”13 And yet most 
research on the perception of emotion in music asks people to describe in 
words, or choose from a list of words, the emotion they believe the music 
conveys. It is difficult to imagine how we can find out what people perceive 
without reverting to language.

Langer also believed that music does not express discrete emotions but 
rather mirrors the dynamic structure of emotional life—​tension and release, 
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conflict followed by resolution, preparation for a goal and then achieve-
ment of that goal, excitation followed by calm, sudden changes and gradual 
changes. All of these have their parallel in music: “The tonal structures we 
call ‘music’ bear a close logical similarity to the forms of human feeling—​
forms of growth and of attenuation, flowing and slowing, conflict and res-
olution, speed, arrest, terrific excitement, calm, or subtle activation and 
dreamy lapses. . . . Music is a tonal analogue of emotive life.”14 According to 
the Langer view, we should not be asking which discrete emotions a piece 
of music expresses. Instead, we should be asking whether we perceive in 
music those dynamic properties of feelings that Langer describes. And yet al-
most all of the research on music’s power to express emotions asks about the 
perception of discrete emotions like happiness and sadness, and not about 
whether people perceive a structural analogue of emotional life. Perhaps this 
is because the latter question is so much more vague, and it seems much 
crisper to ask people to name the emotions they hear.

What have psychologists uncovered about the perception of discrete 
emotions in lyric-​free music? The first question is whether people agree 
on what they hear being expressed. Composers of film music must assume 
such agreement, or their music would seem wrong, out of place. Many 
studies, almost all conducted with Western classical music and with Western 
listeners, show considerable agreement, but only about very basic emotions 
and dimensions of emotions.15 People agree on whether a piece of music 
expresses emotions with positive valence (naming feelings like happiness, 
joy, gladness, etc.) or negative valence (grief, melancholy, sorrow, anger, 
hate etc.). They also agree on whether the music expresses emotions high 
in arousal (agitation, violence) or low in arousal (gentleness, soothingness). 
Within these categories, though, people agree less on the specific nuance. 
Nonetheless, people do feel that music conveys specific emotions, not just 
general feelings of something positive or negative, or something high or low 
in arousal.16 Contrary to what Sibelius said, people can capture in words the 
emotions they perceive in music, and they agree with one another—​even 
though the words are just shorthand for the richer experience of the emotion 
in the music.

People also agree about whether a piece changes in arousal over time. 
When asked to press their fingers on a pair of tongs as they listened to a 
piece of music, pressing harder when perceiving greater tension, both mu-
sically naïve and expert listeners agreed.17 These findings about valence and 
arousal together support Susanne Langer’s view that the fluctuations in the 
emotions conveyed by music are like the fluctuations in our core affect—​
from feeling good to feeling bad, from feeling energized to feeling sleepy.
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Two questions about the expression of emotion follow from the finding 
that people agree on what they hear expressed. First, what are the underlying 
mechanisms by which music expresses emotion? And second, can agree-
ment be found when we listen to unfamiliar music from other cultures?

Underlying Mechanisms

In the 1930s, psychologist Kate Hevner18 pioneered the attempt to pinpoint 
the structural properties of music that convey specific basic emotions. 
She presented people with pairs of brief musical compositions created by 
rewriting one member of the pair, altering one of its properties. Though brief, 
Hevner insisted that these compositions be complete musical ideas: she op-
posed using isolated elements of music, like single chords, because she did 
not accept that these would be perceived as music.

The properties she varied were tempo (fast versus slow), pitch (high versus 
low), harmony (consonant versus dissonant), mode (major versus minor), 
rhythm (firm versus flowing), and melodic direction (ascending versus de-
scending). All pieces were performed by a pianist.

Listeners were given a large number of adjectives and were asked to mark 
the ones that they heard expressed in the music. The terms were arranged 
in an “adjective circle,” with terms clustered together close in meaning, as 
shown in Figure 3.1. The top and bottom clusters contrasted in valence, with 
positive terms at the top (bright, cheerful, gay, happy, joyous, merry) and 
negative terms at the bottom (dark, depressing, doleful, frustrated, gloomy, 
heavy, melancholy, mournful, pathetic, sad, tragic). A  horizontal pole 
captured a contrast in arousal, with high-​arousal terms at the left (emphatic, 
exalting, majestic, martial, ponderous, robust, vigorous) and low-​arousal 
terms on the right (calm, leisurely, lyrical, quiet, satisfying, serene, soothing, 
tranquil). The circle was filled out by four more “in-​between” clusters.

Hevner showed that the factors with the biggest effect on perceived emo-
tion were tempo and mode; then came pitch level, harmony, and rhythm. 
Melodic direction had no effect. Emotions in the sad/​heavy cluster were 
marked most often when hearing music in the minor mode, with slow 
tempo and low pitch. Emotions in the happy/​bright cluster were marked 
most often when hearing music in the major mode, with fast tempo and 
high pitch. These factors affected the responses of the musically trained and 
untrained alike.

Since Hevner conducted her studies, many other investigators have 
examined the association between particular structural features and perceived 
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emotions.19 These studies confirm that tempo is the most important factor in 
determining perceived expression. Fast tempo is associated with high arousal 
(e.g., in positive emotions such as joy, or in negative emotions such as anger 
or fear). Slow tempo is associated with low arousal (e.g., in positive emotions 
such as calmness, or in negative emotions such as sadness). Studies since 
Hevner have also confirmed the valence effects of the major versus minor 
mode, as well as the role of many other structural features:  volume (loud 
versus soft), pitch (high, versus low), intervals (consonant versus dissonant), 
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Figure 3.1  Hevner’s adjective circle.
Figure 1 in Hevner, K. (1936). Experimental studies of the elements of expression in music. 
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pitch range (large versus small), harmony (consonance versus dissonance), 
rhythm (regular versus varied), and articulation (staccato versus legato).

The emotions we perceive in music are rarely caused by a single cue. Cues 
act in concert with one another, and one cue can override another. Thus, a 
piece in the minor mode might sound happy if its tempo is fast. Most of the 
research has examined only one expressive property at a time, using mu-
sical pieces that highlight one emotion. But the expression in “real” music 
changes over time as emotions are perceived to shift and conflict. Still, this 
kind of breakdown of emotion by underlying structural feature proves very 
illuminating.

Why do these structural features convey emotion? What is it about loud-
ness or speed that conveys feeling? A  powerful explanation is that these 
structural features mirror how emotions are conveyed by the human voice. 
We are very good at picking up emotional cues from how people speak, and 
these cues—​things like speed, pitch level, and loudness—​are independent of 
the meaning of the words spoken. One way this has been shown is by asking 
people to judge the vocal expression of emotion when the semantic content 
is filtered out by removing high voice frequencies. This method renders the 
words unintelligible but retains the prosodic features such as pitch, tempo, 
intonation contour, and rhythm of the speech. American listeners could cor-
rectly identify the emotion in both American and Japanese speech presented 
in this way.20 Thus the emotions conveyed through speech prosody are 
perceived cross-​culturally. The same conclusion has been reached by studies 
asking people to judge the emotion conveyed in foreign speech21 or in 
sentences composed of nonsense syllables.22

How does music mirror speech prosody in the conveyance of emotion? 
Music psychology researchers Patrik Juslin and Petri Laukka23 asked this 
question about anger, fear, happiness, sadness, and love/​tenderness. They 
conducted a monumental review of 104 studies of the speech cues to these 
emotions and 41 studies of the music cues to these same emotions.

The first finding was that across three sets of studies—​speech in one’s 
own language, speech in a foreign language, and music—​people agreed 
on which of these five emotions was being expressed at a rate significantly 
above chance. The second finding was that the accuracy rates for specific 
emotions were similar across these three data sets. Anger and sadness were 
recognized at a significantly higher rate than the other emotions (91% and 
92% accuracy, respectively). Fear (86%) and happiness (82%) came next, 
followed by tenderness (78%). Some of these studies involved children, 
and showed that by the age of four, children can decode basic emotions 
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in voices speaking foreign languages, and by age three or four can decode 
basic emotions in music.

But the most important question is whether the cues that conveyed spe-
cific emotions were the same across speech and music. The answer to this 
question is yes for tempo, volume, pitch, high-​frequency energy, and regu-
larity. Slow tempo and low pitch in both speech and music are sadder and 
tenderer; fast tempo and high pitch are happier. Irregularities (e.g., in in-
tensity and duration) in both speech and music are more negative than are 
regularities. High acoustic energy in both speech and music is heard as 
sharp, while lower acoustic energy is heard as soft.

These cues are probabilistic, not deterministic, and cues intercorrelate so 
that multiple cues are used to decode emotions. Thus, happiness is conveyed 
in both speech and music by such cues as fast speed, medium–​high sound 
level, high pitch level, high pitch variability, and rising pitch contour. In con-
trast, sadness is conveyed by slow speed, low sound level, low pitch level, low 
pitch variability, and falling pitch contour.

The conclusion that Juslin and Laukka reached is that music expresses 
emotions by the same principles through which speech expresses emo-
tion. Core affect—​positive versus negative feelings (valence), and energized 
versus sleepy feelings (arousal)—​is also conveyed by a number of the 
same features of music and speech.24 Vocal expression of emotion is also 
found in nonhuman primates, showing that vocal expression of emotion 
originated phylogenetically before music. Musicians rely (perhaps uncon-
sciously) on the principles of vocal expression of emotion. This, inciden-
tally, was the view of the German physicist Hermann von Helmholtz, a 
pioneer in the study of music, who speculated that music arose from an 
attempt to imitate expressive modulations of the human voice.25

There are also cues that convey emotion in music that have no coun-
terpart in speech, and vice versa—for example, harmony (consonance and 
dissonance), mode (major and minor), and melodic progression. For these 
kinds of cues, which are out of the performer’s control (as they are fixed in 
the music’s composition), other explanations will have to be sought besides 
their links to speech prosody.

Learned or Innate?

To the extent that cues to emotion in music are based on cues to emotion in 
speech, we should expect children to recognize emotion in music early. And 
they do. By age five, children use tempo as a cue to emotion,26 with faster 
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tempos conveying positive emotions, and slower ones sounding more neg-
ative. Tempo conveys emotion in the same way in both speech and music. 
So do pitch and loudness; when children are asked to sing songs showing 
basic emotions, they use the cues of tempo, pitch, and loudness by the age 
of five.27

Mode (major and minor), however, has no counterpart in speech, and 
though one small study in 1990 showed that even three-year-olds heard 
major-minor as happy-sad, a more recent study found no sensitivity to mode 
until age six.28 Sensitivity to the difference in emotional tone between major 
and minor modes may thus emerge only once children have been exposed to 
this contrast, suggesting that this is a learned association rather than a “nat-
ural” one, as one philosopher, Peter Kivy,29 has argued.

Universality?

To investigate the potential universality of cues to emotion in music, we 
need to compare music and participants from different cultures. Musical 
traditions across cultures differ structurally—​for example, different scales 
and different kinds of intervals.30 Yet there is striking evidence that people 
perceive emotions expressed in a culturally unfamiliar piece of music, and 
the emotions they identify accord with those perceived by those within that 
culture. Psychologists Laura-​Lee Balkwill and William Forde Thompson 
showed this with Hindustani ragas—​which are traditionally associated with 
certain emotions.31 They played excerpts from 12 ragas that Indian performers 
agreed expressed either joy, anger, sadness, or peace, to American listeners. 
These listeners were able to guess the emotion conveyed, though they did 
often fail to distinguish sadness and peace. In a second study carried out by 
these same researchers along with a Japanese collaborator, Rie Matsunaga, 
compositions from India, Japan, and the United States were played to 
Japanese listeners. The compositions expressed anger, joy, or sadness. The 
Japanese listeners judged the emotions accurately. They were accurate not 
only when judging music from their own culture but when judging the 
others as well. Joy was conveyed in all by a fast tempo and a simple melody, 
sadness by a slow tempo and complex melody, and anger by high inten-
sity and complex melody.32 Note the parallels between two of these kinds 
of cues (speed and intensity) in music and in speech in terms of emotions 
conveyed.33 And, of course, to the extent that cues to emotion in speech are 
universally perceived, we should expect cross-​cultural agreement in decoding 
these same cues in music.
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While this study shows some level of universality in the way that music 
conveys emotions, it is still the case that we are better at recognizing the 
emotions in music from our own rather than from another culture. This was 
demonstrated by a team of researchers from Sweden, Finland, India, and 
Japan.34 They asked musicians from different musical traditions (Swedish 
folk, Hindustani classical, Japanese traditional, and Western classical) to play 
music conveying various emotions. Paralleling the results of the study just 
discussed, emotions were recognized at an above-​chance level by Swedish, 
Indian, and Japanese participants. However, recognition of the emotion was 
more accurate when participants judged their own culture’s music. Thus 
we recognize the emotional properties of music both because of universal 
cues to emotion and because of cultural cues that must be acquired through 
exposure.

Any study across cultures checking for universality must include cultures 
untouched by Western music, and given the global reaches of the World 
Wide Web, it is becoming increasingly difficult to find such cultures. 
A strong test of the universality hypothesis comes from Thomas Fritz and 
colleagues,35 who studied an isolated group who, it was claimed, had had no 
exposure to Western music—​the Mafa in the Cameroon in Africa. Most of 
the Mafa remain in their isolated villages (without any exposure to Western 
music through radio) for their entire lives.36

The researchers played these participants brief 9-​ to 15-​second excerpts of 
computer-​generated piano music designed to express the emotions happy, 
sad, and scared/​fearful via mode, tempo, pitch range, tone density, and 
rhythmic regularity. Fourteen excerpts for each emotion were heard through 
headphones and listeners judged the emotions conveyed not with words but 
by pointing to one of three faces. These faces were taken from emotion re-
searcher Paul Ekman’s archive depicting three basic emotions: happy, sad, 
and scary.

Both the German and the Mafa listeners identified the emotions correctly 
at a rate above chance. Not surprisingly, the German listeners were more 
accurate than the Mafa, but this could be due to the fact that the Mafa were 
not used to listening to music with headphones and not used to being tested.  

The Mafa responded to the cue of tempo like Westerners do, with faster 
tempos heard as happy and slower tempos as scared and fearful. Since 
the expression of emotion through tempo is not specific to music but 
is also conveyed by the human voice, one does not need exposure to 
Western music (or music of any kind) to respond to a fast tempo as happy. 
The really surprising finding in this study was that the Mafa heard most of 
the pieces played in the major mode as happy, those in an indefinite mode 
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as sad, and those in minor mode as scared and fearful—​suggesting that 
the association between mode and emotion is not learned but innate! This 
is especially puzzling given that research with Western children discussed 
earlier reveals that children do not hear minor as sad and major as happy 
until age six, suggesting learning. However, a close look at the table they 
present in their supplemental findings shows that the Mafa responses are 
still quite different from the Western ones.37 While Westerners identified 
pieces in the major mode as happy 99% of the time, the Mafa identified 
these as happy only 65% of the time, and as sad and fearful each 17% of 
the time. And the Mafa were less likely than Westerners to hear minor 
pieces as sad: they classified minor pieces as sad 31% of the time but as 
happy 29% of the time, while Westerners heard these as sad 36% of the 
time and as happy only 5% of the time. In addition, melodies in the minor 
mode also tend to be lower in pitch than those in the major mode, and 
thus it is possible that the Mafa’s partial success at identifying minor 
pieces as negative in emotional tone could stem from lower pitch rather 
than minor mode.38

One way to zero in on whether the association of happy and sad with 
major and minor is a product of our auditory system or a learned association 
would be to determine whether it is easier to teach someone (a child below 
the age of six, or a member of a culturally isolated group never exposed to 
Western music) to hear minor as sad than to hear it as happy. If there is 
something natural in the minor–​sad link, then it should prove more difficult 
to teach the opposite association.

In Sum: There Is Truth to the Claim that Music  
Works as a Universal Language of Emotion

We listen to speech in order to understand what someone is saying and 
feeling. We do not necessarily derive aesthetic pleasure from this experience; 
our goal is communication and understanding the other. In contrast, music 
without lyrics never conveys a transparent “message.” Its meanings are not 
translatable into words. And yet a complex piece of music can convey a uni-
verse of emotions.

We listen to music not only to perceive (and often experience) the 
expressed emotion but also, of course, for the great pleasure we take in its 
beauty, and for our interest in its form. Moreover, the parallels to speech 
prosody should not be taken too literally. Though music uses vocal cues 
as indicators of emotion, music often exaggerates these cues. To be sure, 
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a violin sounds somewhat like a human voice. But no human voice has as 
extreme a range of pitches as a violin, nor can any human voice move from 
sound segment to sound segment as rapidly as a violin can move from note 
to note. That is why music researchers believe that we process instruments 
as “superexpressive” voices.39

We can conclude that people are sensitive to the emotional content of 
music from unfamiliar musical traditions (even if they are more sensi-
tive to the emotional content of their own music). Thus, to some degree, 
the common view that music is a universal language of emotions is cor-
rect. But perceiving emotions in music is not the same as experiencing 
emotions from music. In the next chapter I  explore how music makes 
us feel.



	 CHAPTER 4	  �Feeling From Music
Emotions in the Music Listener

When cellist Yo Yo Ma performs, his head is often thrown back, eyes closed, 
face contorted with emotion. How do the wordless sounds of instrumental 
music evoke emotions in him and his audience? We hear Elgar’s Cello 
Concerto as sad, but why should hearing this make us feel sad? We are not 
sad about the music. Nothing regrettable has happened. So what makes us 
feel sad? This question has worried philosophers of music.

One way to resolve this puzzle is to deny that listeners experience emotions 
from music. Philosopher Peter Kivy1 is one of several who have taken this po-
sition, arguing that when we report emotional responses to music, what we 
are actually feeling is pleasure from the beauty of the music. We feel moved, 
and we confuse this with the idea that we are experiencing an emotion.2

Philosopher Stephen Davies3 disagrees, arguing that there is nothing 
wrong with claiming that sad music makes us sad, even though we are not 
sad about the music. We can have an objectless emotion. Sadness is in the 
music, and we catch this sadness and feel it ourselves. We mirror the emo-
tion we hear in the music. We are sad, but not sad about anything.

In this chapter I address four questions. First, what emotions do we ac-
tually feel from music, and what is the best way to find out? Second, can we 
differentiate between the emotions we hear in the music and the emotions 
we feel from the music? That is, when we say we feel an emotion from music 
(say, sadness), do we really feel it or are we just confusing what we feel with 
perceiving that the music is expressing sadness? Third, do emotions evoked 
by music feel different from emotions by the same name evoked by other 
contexts? And finally, are our emotional responses to music acquired or 
inborn?
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What Emotions Do We Feel from Music  
and How Do We Know?

Biological Responses to Music

There are two parts of the nervous system that are crucially involved in emo-
tion:  the brain’s limbic system and the autonomic nervous system. Music 
affects both. And this, of course, has implications for music therapy. When 
we listen to music, all of the limbic and paralimbic structures of the brain are 
activated. Listening to music that we experience as pleasing activates brain 
areas involved in reward and other kinds of experiences of pleasure.4 For 
example, in a study conducted by neuroscientists Anne Blood and Robert 
Zatorre, musicians were asked to bring in music without lyrics that they said 
gave them a feeling of “chills”—​a euphoric feeling that may include goose-
bumps or a feeling of shivers down the spine.5 Participants (remember, they 
were musicians) said that this feeling came from the music itself and were 
not due to any personal memories that were triggered. As they listened to the 
music, their brains were scanned. The brain areas activated were the same as 
those involved in biological pleasure—​pleasure from food and sex. Intense 
pleasure from music (and intense pleasure anticipated from music) also 
activates the release of dopamine in the brain, a neurochemical response 
to pleasure.6 As demonstrated in another study, the sensation of chills is re-
ported most often in response to sudden changes in loudness or harmony—​
and again it was musicians reporting this, raising the question of whether 
the capacity to feel chills from music is seen typically in people with deep 
musical knowledge.7

Music activates not just areas of the brain known to be associated 
with reward. Neuroscientist Stefan Koelsch has shown that, unlike other 
kinds of rewards, such as money, food, and sex, music activates the hip-
pocampus, which is involved in music-​evoked positive emotions as well 
as attachment-​related emotions such as love, compassion, and empathy.8 
This is consistent with an understanding of music as a social activity, 
one that can strengthen social bonds. We often engage with music with 
other people; we listen, sing, and move together, and hippocampal ac-
tivity increases even when we tap in synchrony with a simulated virtual 
partner.9

Our autonomic nervous system also responds. Music affects our heartbeat 
and respiration rate, galvanic skin response, and temperature.10 For example, 
fast, accentuated, and staccato music leads to faster and deeper breathing, 
higher heart rate, and higher skin conductance.11
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Music-​induced arousal changes even occur when listening to unfamiliar 
music from a different culture, showing that music-​induced arousal is based 
on universal features of music. This was demonstrated by an interdiscipli-
nary team of social scientists studying listeners from Canada and those from 
an isolated group in the northern Congo (the Mbenzele Pygmies) with no ex-
posure to Western music. Both groups heard Western and Pygmy music and 
rated their subjective feelings of arousal, from calm to excited.12 Physiological 
measurements were also taken. For Western music rated by the Canadians 
as arousing, both groups showed both increased subjective arousal ratings 
and increased physiological arousal. Arousal ratings and physiological meas-
ures of arousal were due to the acoustical properties of the music—​tempo, 
pitch, and timbre. For example, a fast tempo predicted higher subjective 
arousal ratings for both groups.

In his influential book Emotion and Meaning in Music, musicologist 
Leonard Meyer13 argued that music evokes feelings of tension, by building 
up and then violating the listener’s expectations, and feelings of relief when 
the musical sequence is resolved. Now there is physiological support for this 
theory. Feelings of surprise and tension can be seen in physiological indices 
(skin conductance) and in brain activation (e.g., in the amygdala).14 Note that 
even when listeners are very familiar with  the piece of music and hence 
know what comes next, surprise and tension are felt when the expectation 
is violated. This was theorized by Meyer15 and demonstrated in the brain by 
Koelsch.16 These are automatic processes. To understand this better, think of 
the analogy of a suspenseful film. Even when you have seen the film before 
and you know that the hero escapes death, as the hero is being chased by a 
murderer you cannot help but feel tension.

Despite these generalizations about physiological responses to music, 
it is nonetheless the case that people differ in their emotional response to 
music—​in how often they feel emotion, and in how intensely they feel it, 
as demonstrated by music psychologist Patrik Juslin and his colleagues.17 
And those who score high on measures of empathy and emotional conta-
gion (they report that seeing someone clearly sad makes them feel sad, for 
example) report more intense emotional experiences to music.18 At the other 
extreme, some individuals report no emotional response to music, either 
as a result of brain damage or congenital tone deafness.19 There are also 
reports of individuals who feel no pleasure from music yet are able to expe-
rience normal pleasurable responses from sex, food, money, exercise, and 
drugs.20 It’s not that these individuals fail to hear the emotions expressed 
by music. They do. But they have no emotional response to music (as meas-
ured by self-​reported pleasure). They also fail to show the typical elevated 
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skin conductance and heart rate responses when listening to music. But they 
demonstrate a normal pleasure response when engaged in a gambling game 
where they could win or lose money. Here their heart rate and skin conduct-
ance are elevated in response to winning, just like the groups without music 
anhedonia. What this shows us is that the capacity to experience pleasure 
from music is not part of a general capacity for pleasure; rather, there may 
be reward circuits in the brain that respond specifically to music. This ab-
sence of feeling from music occurs despite no loss in the ability to make 
non-​emotional judgments about music, such as recognizing whether two 
phrases were the same or different, or in detecting errors.21

But people who fail to experience emotion from music are in the mi-
nority.  The biological evidence—​from brain imaging and physiological 
measures—​shows clearly (and in contradiction to what some philosophers 
have maintained) that most people are indeed experiencing emotion in re-
sponse to music.

What People Say They Feel

As mentioned in Chapter 3, philosopher Susanne Langer22 believed that the 
meanings we assign to music are outside of the range of language. Dancer 
Isadora Duncan is said to have said when asked what her dance meant, “If 
I could say it in words I would not have to dance it.” And yet language is the 
primary tool that psychologists have used to investigate emotional responses 
to music. Peering into the brain and the autonomic nervous system gives 
us important but very general information:  it tells us about pleasure and 
arousal. But if we want to find out the specific emotions people feel when 
they listen to music, we have to ask them. We can get them to describe what 
they feel, or we can give them checklists of emotion terms and ask them 
to circle all those that they feel. We just cannot avoid using language, even 
though the words we use to describe the emotional experience of music may 
not be fully adequate. But then, are the words we use to describe any emo-
tional experience fully adequate? Probably not. And that is one reason why 
we have art.

One way that we can assess emotional responses to music is by using the 
framework of basic emotion theory. Emotion researchers Paul Ekman and 
Wallace Friesen proposed six universal, basic and discrete emotions—​anger, 
disgust, fear, happiness, sadness, and surprise.23 These basic emotions are 
argued to have evolved for adaptive reasons: they provoke strong behavioral 
reactions in us that help us survive. We flee when we feel fear, we avoid 
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that which disgusts us, we approach when we feel joy, we fight when we 
feel anger. Using this framework, music psychologists have asked people 
to report (by use of a checklist) which of the basic emotions they feel when 
listening to music.24

But the reliance on basic emotions does not seem to me to be sufficient 
here. To begin with, the emotions we feel as we listen to music provoke none 
of the behavioral reactions that real-​life anger or fear or disgust provoke. We 
do not flee, we do not approach. Emotions experienced from music do not 
seem related to any ancient evolutionary survival functions. In addition, the 
emotions we feel from music seem much more nuanced and varied and 
complex than these few basic ones.

Psychologists can also assess emotional responses to music using a broad 
dimensional approach. Here feelings are captured by a two-​dimensional 
space, with valence as one dimension (positive to negative) and arousal the 
other (high to low).25 Thus, we can present a two-​dimensional affect grid 
to listeners (as shown in Figure 4.1a) and ask them to indicate where their 
feelings lie, from positive valence/​high arousal (happy) to negative valence/​
high arousal (tense); from positive valence/​low arousal (calm) to negative va-
lence/​low arousal (depressed). This is based on the circular model of affect 
developed by James Russell and shown in Figure 4.1b.

When this approach is used, we can see rapid change in core affect 
(arousal and valence) as people  listen to music.26 Changes in felt arousal 
are predicted by changes in loudness and tempo, with loudness having the 
dominant effect, while the relationship between changes in the music and 
changes in valence are less clear.

But the problem with this kind of approach is its generality. We can start 
with valence and arousal, but we must not end there if we want to capture 
the many full-​blown emotions people say they experience from music. To 
capture these, we need to use a detailed and nuanced inventory of emo-
tion terms that are potentially evoked by music and ask people to use this 
to indicate their feelings. The most recent and most thorough attempt at 
developing such an inventory comes from psychologists Klaus Scherer and 
Marcel Zentner.27

These researchers first identified 500 emotion terms from published re-
search on emotion and asked people whether each adjective described “an 
internal affective state with a special affective ‘color’ so that, to describe 
this feeling, you would choose to use this adjective over another one.” By 
picking those that people agreed on, the list was winnowed to 146 distinct 
emotion terms. Another set of respondents then judged the extent to which 
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each one was an emotion perceived in music, induced by music, and expe-
rienced outside of music. Of course, they were instructed to consider only 
music without lyrics. Terms that people believed were neither perceived nor 
induced by music were excluded.

After several more iterations, the number of terms was reduced to 40, 
and these were shown (statistically) to cluster into nine groupings, or 
scales: wonder (including happy, amazed, moved); transcendence (including 
inspired, thrills); tenderness (including in love, tender); nostalgia (including 
nostalgic, melancholic); peacefulness (including serene, meditative); power 
(including strong, energetic); joyful activation (including joyful, animated); 
tension (including agitated, tense); and sadness (sad, sorrowful). Note that 
with the exception of happy and sad, these terms do not correspond to “basic” 
emotions. This list of terms, now called the Geneva Emotional Music Scale, 
is intended to capture the very large numbers of nuanced emotions we can 
feel from music. And there is no reason to think that we can only feel one 
of these at a time—​for example, we can experience wonder and transcend-
ence and peacefulness all at once as we listen to the famous opening passage 
of Richard Strauss’ Also Sprach Zarathustra, used as the introduction to the 
movie 2001: A Space Odyssey.

Among the most commonly reported emotions from music in Scherer and 
Zentner’s study were ones that we often call “aesthetic emotions”—​feeling 
moved, nostalgic, enchanted, dreamy, and tender. Participants reported such 
“aesthetic” emotions more often than everyday basic emotions. We call these 
aesthetic because they are reported in response to art, but note that these 
emotions are also reported in response to nature and to certain life events (a 
baby’s birth, a wedding, a graduation, etc.). 

Not all emotions were equally felt. Negative emotion terms such as 
guilty, shameful, angry, depressed, anxious, contemptuous, disgusted, em-
barrassed, and jealous (note that these are, for the most part, interpersonal 
emotions) were rarely reported as either perceived or evoked by music. Most 
of the emotions felt were positive ones. This, too, makes sense: why would 
we voluntarily choose to listen to music so much of our time if it did not 
make us feel good? As I will show in Chapter 7, even music we perceive as 
sad makes us feel good (as well as sad).

Which kind of scale—​simple or varied, general or specific—​do people 
feel best allows them to indicate their emotional response to music? Zentner 
and Scherer chose people who liked classical music and asked them to listen 
to 16 two-​minute classical music excerpts. Listeners were to rate their felt 
emotional reactions to the music on three checklists. One was the Geneva 
Emotion Scale, whose construction I have just described. A second was the 
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Differential Emotions Scale,28 a basic emotion scale listing 10 discrete, basic 
emotions:  interest, joy, surprise, sadness, anger, disgust, contempt, fear, 
shame, and guilt. And a third was the dimensional emotion model derived 
from Russell,29 with these terms capturing positive and negative valence 
and high and low arousal: activation, unpleasant activation, unpleasantness, 
unpleasant deactivation, deactivation, pleasant deactivation, pleasantness, 
and pleasant activation. Participants were also asked to say which check-
list best captured the feelings evoked in them by the music. People pre-
ferred the Geneva Emotion Scale, perhaps not surprisingly, given that this 
scale was specifically developed to measure people’s emotional experience of 
music. Keep in mind, also, that the respondents were not a random sample 
of the population—​they were people who liked classical music.

The preference for the Geneva scale shows that the emotions people re-
port feeling from music are many and are nuanced (in contrast to the small 
number of broad emotion categories people say they perceive and feel when 
looking at visual art, as discussed in the next two chapters). The research 
just described purported to capture a very wide range of emotions people 
report from music. But if we want to figure out what is so special about 
music, perhaps we need to ask about the strongest and most powerful 
emotional experiences that music causes. Are musical experiences like the 
kinds of experiences the psychologist Abraham Maslow30 described as peak 
experiences? Maslow asked people to describe the most wonderful, happiest, 
and most powerful experiences in their lives. People talked about feeling 
totally engaged, losing awareness of time and space, a feeling of transcend-
ence, wonder, and awe and surrender.

When music researcher Alf Gabrielsson asked people to describe 
the most intense experience of music they had ever had, people talked 
about emotions. Fifteen percent reported extremely intense emotional 
experiences. One woman wrote that “the music began to take control of 
my body  .  .  .  the mystery and the power really gripped me. I  was filled 
by an enormous warmth and heat.  .  .  . Nothing else existed.  .  .  . Tears 
came into my eyes.  .  .  .The music set me free from my sober everyday 
life . . . afterwards I remained standing flushed with joy, as if intoxicated. . . . 
I felt religious and the music was my god.”31 People reported intense tran-
scendental experiences as if at one with the infinite. These quasi-​religious 
experiences were reported by only 10% of the respondents, but when they 
were recalled, they were felt to have been of great personal importance. 
People described such experiences as unique, fantastic, unforgettable, and 
hard to put into words. They also reported physiological reactions (tears, 
chills, shivers, goosebumps); they felt weightless; they felt fully absorbed 
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as if the world disappeared, and time stood still; they reported a feeling of 
surrender to the experience.32

Peak emotional responses to music were more often positive than nega-
tive. Seventy-​two percent of the respondents in this study reported positive 
emotions, but 23% reported sadness and melancholy, feelings which, by def-
inition, are excluded from Maslow’s peak experiences.

Can we make any generalizations about links between specific musical 
properties and specific felt emotions, as Hevner did for perceived emotions? 
Patrick Juslin and his colleagues have been addressing this question by 
presenting music with different kinds of properties and asking listeners 
(most of whom had had some music training) to rate their responses on 
15 emotion scales (like happiness-​elation, sadness-​melancholy, etc.).33 Thus 
far, here is what they have uncovered. Surprise is the emotion most often 
reported in response to extreme acoustic events in music, as when the 
music is getting louder and louder, or faster and faster. Sadness is the emo-
tion most often reported in response to hearing sad lyrical, slow music in 
minor mode featuring the violin or cello (the instruments most like the 
human voice), showing that people hear the sadness and then “catch it” 
by some kind of psychological contagion. Nostalgia and happiness are the 
emotions most often reported in response to music heard at weddings and 
graduations, showing that music can evoke emotions because they are trig-
gered by memories associated with the music. And anxiety is the emotion 
most often reported in response to sudden violations of musical expectancy.

These investigations of what people say music makes them feel allow 
the following three conclusions. (1) Emotions from music are best captured 
by highly differentiated scales—​if we want to capture them in all of their 
nuanced complexity. (2) Negative emotions are experienced much less often 
than positive ones. (3) Emotions from music can be extremely intense and 
powerful, but these are rare (as are peak emotions from any kind of experi-
ence). (4) There are some lawful relationships (at least for Western listeners 
responding to Western music) between certain musical properties and cer-
tain emotional responses.

Can We Differentiate Emotions We Hear in the Music 
from Emotions We Feel from the Music?

Musicologist Leonard Meyer wondered whether we are mistaken when we 
say we feel an emotion from music. Perhaps we are simply naming the emo-
tion that we hear being expressed in the music. He stated it this way: “it may 
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well be that when a listener reports that he felt this or that emotion, he is 
describing the emotion which he believes the passage is supposed to indi-
cate, not anything which he himself has experienced.”34

When we say we feel happy as we listen to a piece of music, do we re-
ally feel happy, or are we just reporting the mood we hear expressed in the 
music (in effect, misunderstanding the question)? The biological evidence 
discussed earlier tells us that we are really having the feelings. Another way 
to answer this question is to determine whether people differentiate between 
what they perceive in the music and what they feel in themselves. And the 
evidence is clear that people do make this distinction. For example, perceived 
emotions are typically rated as more intense than felt emotions35. And neg-
ative emotions are often perceived but rarely felt.36 We often respond with 
positive emotions to music that we perceive as sad. (I discuss these findings 
in Chapter 7, where I ask why it is that responding to something we clas-
sify as art leads to positive feelings even in cases where the artwork is sad, 
horrifying, or disgusting.) The fact of non-​perfect overlap between perceived 
and felt emotions shows that we can differentiate between the emotions we 
hear in the music (e.g., the music feels tragic) and the emotions we feel when 
listening (we feel nostalgic). This state of affairs should alleviate Leonard 
Meyer’s concern that we confuse what we perceive with what we feel. In ad-
dition, the brain and autonomic nervous system evidence makes it clear that 
listening to music really does elicit feelings in us.

Do Emotions from Music Feel “Special?”

Kant distinguished aesthetic pleasure from other types of pleasure, arguing 
that aesthetic pleasure is the result of disinterested contemplation.37 This 
kind of distinction leads to the view that the emotions aroused by music are 
special ones, unlike the ones we experience outside of musical contexts. In 
the nineteenth century, this view was articulated by the British music theorist 
Edmund Gurney, who wrote, “Music is perpetually felt as strongly emotional 
while defying all attempts to analyze the experience or to define it even in 
the most general way in terms of definite emotions. . . . The emotion aroused 
by music is “unknown outside the region of musical phenomena.”38 I heard 
something similar when I asked an amateur musician friend whether he felt 
emotions from music. He replied that he did not feel emotions. Rather, he 
said, “I feel musical emotions.”

Music emotion researchers make a distinction between utilitarian, eve-
ryday, basic emotions (e.g., happy, sad, angry) and aesthetic emotions (e.g., 
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awe, wonder, transcendence, thrills).39 As already discussed, basic emotions 
likely evolved to trigger adaptive actions on our part—​to flee when we feel 
fear, to approach when we feel happiness, to fight when we feel anger. Unlike 
basic emotions, aesthetic emotions do not trigger us to act—​they just invite 
us to savor and admire in Kant’s disinterested way.

The research I have described shows that we experience both basic and aes-
thetic emotions from music. The basic emotions people report from music 
are most often happiness and sadness. Two of the nine scales of the Geneva 
Emotion Music Scale are wonder and transcendence. The emotions in the 
wonder scale include being moved; those in the transcendence scale include 
feeling inspired and thrilled. These are aesthetic, not basic, emotions. And 
as mentioned, Zentner’s participants reported feeling “aesthetic” emotions 
from music in addition to everyday basic emotions such as happiness.

But two questions arise. (1) Are the aesthetic emotions that people report 
feeling from music also evoked by contexts other than music? (2) And when 
we experience emotions from music (whether of the basic or aesthetic va-
riety), do these feel (subjectively) different from emotions by the same name 
but evoked by non-​music situations?

The answer to the first question is clearly yes. By definition, the causes of 
aesthetic emotions are things we find beautiful, inspiring, spiritual. When 
asked whether the experience of the aesthetic emotions reported was unique 
to music, Gabrielsson’s40 respondents said they felt these same emotions in 
other contexts as well—they felt moved, awe and wonder not only from music 
but also from other art forms, from nature, from religious experiences, and 
from peak interpersonal experiences, such as holding a newborn baby or 
falling in love.

The second question is more difficult to answer because it asks about 
the subjective conscious feelings of emotions, their “qualia.” The only way 
we can answer this is by asking people to introspect. Consider the common 
example of feeling the basic emotion of sadness as we listen to music—​
assuming that this sadness is not all or in part due to the music triggering 
memory of a sad life event. We know that the sadness we are feeling is caused 
by the music, not from some “real-​world” situation. It is a bit like responding 
to virtual reality, or to fiction (which can be seen as a form of virtual re-
ality)—​we know that our sadness is not caused by anything real, anything we 
must figure out how to cope with. We are dealing with simulated emotional 
experiences.

I am suggesting that sadness-​from-​music and sadness-​from-​life feel very 
different because of the situation we know is causing us to feel this way. We 
can allow ourselves to feel grief from music because we know that we do not 
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need to react to this emotion; we know it is not “for real,” and that we can just 
savor it. We experience “vicarious emotions” when listening to sad music.41 
Vicarious emotions can be pleasant because they are indirect, unlike the di-
rect sadness from actual life events. In philosopher Stephen Davies’42 words, 
sadness from music lacks “life implications.” Sadness from music is pure 
and unadulterated; sadness from life events is tinged with anxiety because 
we know we need to figure out how to cope. Perhaps this is why sadness and 
happiness ratings are significantly more extreme when these emotions are 
reactions to life events as opposed to reactions to music.43

Because sadness experienced through art means sadness experi-
enced from an imaginary space, the experience of sadness through art 
feels different from what we might call “real sadness.” Thalia Goldstein 
demonstrated this with respect to film.44 She showed people film clips 
presented either as fiction or as nonfiction and asked people to rate how 
sad they felt after watching them. They also rated how sad they felt recalling 
an autobiographical sad event. Respondents felt equally sad in response to 
both kinds of films and in response to remembering a sad personal event. 
What differentiated the personal-​memory response, however, was that it 
also triggered anxiety. The sadness from the films—​as we project ourselves 
into the worlds of others—​results in pure sadness, untinged with the aver-
sive feeling of anxiety. That’s why Goldstein titled her paper “The Pleasure 
of Unadulterated Sadness.” Of course, sometimes when music evokes an 
emotion, we are reminded of a life event that caused the same emotion. If 
we feel sad (or nostalgic) from music and then are reminded of a personal 
loss, then the sadness is no longer sadness from music, it is sadness trig-
gered by a remembered life event.

Music neuroscientist Aniruddh Patel suggested to me that perhaps we 
should not make a categorical distinction between sadness from the music 
and sadness from memories triggered by the music. He believes the two 
types of sadness can be co-​experienced—​and that the sadness felt from the 
music makes us feel a connection to the “larger human experience of sad-
ness in human life, not just in one’s own life.”45

Whether this same kind of distinction can be made for positive emotions—​
happiness-​from-​music versus happiness-​from-​life—​I do not know. This 
would also include the aesthetic emotions of awe and wonder and transcend-
ence and feeling moved, all of which are positive in valence. Perhaps these 
feel the same when they are experienced from any kind of aesthetic experi-
ence (music, visual art, dance, theater, nature), from religious experiences, 
and perhaps even from interpersonal ones, like holding a newborn baby. 
The aesthetic emotions do not require us to act; they just invite us to savor. 
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Whether we experience positive aesthetic emotions from music or the ocean, 
it is likely that these feelings feel the same.

So what did my musician friend mean when he said he did not feel 
emotions from music, he felt musical emotions? He might have meant that 
he did not feel basic emotions like happiness and sadness, but instead felt 
more nuanced ones like nostalgia and dreaminess. Or he might have meant 
that emotions by the same name just feel differently when we know they 
come from music and not from life.

Emotional Responses to Music: Learned or Innate?

The question of whether our emotional responses to music are acquired cul-
turally or are innate has been addressed in two ways. We can ask whether 
music experts feel the same emotions as those of music novices. And we can 
ask whether culturally isolated groups who have never heard Western music 
respond in the same way emotionally to Western music as those familiar 
with such music.

Expertise

When we compare the kinds of emotions musicians and non-​musicians say 
they feel from music, the answers are, surprisingly, not very different. The 
participants in Zenter and colleagues’ study included many musicians, and 
it was from these participants that they concluded that aesthetic emotions 
from music outnumbered basic emotions. But Juslin and his colleagues 
studied non-​musicians and asked them to report their daily emotions and 
whether music was involved.46 Participants were contacted seven times a day 
at random intervals over a period of 14 days. They were given a checklist of 
14 emotion terms to use. The 10 most frequent emotions reported as expe-
rienced from music were happy, enjoying, relaxed, calm, amused, moved, 
nostalgic, loving, interested, and longing (with happy the most common, 
reported over half of the time). This list includes fewer of the aesthetic 
emotions reported by Zentner et al., but it does include the aesthetic emo-
tion of feeling moved.

A direct comparison between Zentner’s and Juslin’s studies cannot be 
made because the two research teams did not present their respondents with 
the same checklist of emotions. One study that directly compared emotional 
responses by musicians and non-​musicians asked people to group 30-​second 
musical excerpts in terms of the emotions they elicited.47 They were not asked 
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to name the emotions they experienced. The non-​musicians distinguished 
eight different groups. The interesting finding was that the musicians also 
distinguished eight groups. And the excerpts in the groupings made by the 
musicians and the non-​musicians correlated.

These studies show that the emotional experience of non-​musicians to 
music is not so different from the experience of musicians. But it is still 
possible that the route to emotion differs for the musician and the non-​
musician. I would speculate that people with limited musical understanding 
or musical sensibility are more likely to respond with daydreams and asso-
ciative memories. Hearing sad music, I—​a non-​musician—​may associate to 
sad events in my life, and this is what makes me feel sad. Those with formal  
understanding of musical structure are better equipped to be able to hear 
(and thus respond to) violations of expectancy, simply because they know 
what to expect. They are better equipped to respond emotionally to the ways 
in which one part of a piece of music speaks to and responds to and resolves 
another part.

Responses by Culturally Isolated Groups: Preference 
for Consonance?

Does familiarity with our culture’s music shape our emotional responses or 
are these emotional responses universal and independent of culture? This 
question has been asked with respect to our pleasure response to conso-
nance in music. We know that Westerners find consonant chords like the 
perfect fifth, consisting of a B and an F sharp, more pleasing than dissonant 
ones like the minor second, a D sharp and an E. Is this a product of culture, 
due either to a familiarity effect (we hear many more consonant than dis-
sonant chords) or to a learned association (consonance is good, dissonance 
bad)? Or is this preference innate?

In the previous chapter I discussed a study of the culturally isolated Mafa 
tribe in the Cameroon.48 I return to this study here because the researchers 
presented both Mafa and Western music to Mafa and Western participants 
and asked them how much pleasure they felt from each. The music was 
presented in its original form, but a dissonant version was also created, by 
playing the original version synchronously with two other versions, one 
shifted one half-​tone up (from one adjacent note to the next, e.g., from C to 
C sharp, or from E to F), and one shifted one tritone down (downward three 
whole tones, e.g., from F sharp to C). If the association between consonance 
and pleasure is universal and due to the human auditory system, as the 
German physicist Hermann von Helmholtz believed,49 then the Mafa should 
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rate the consonant versions as more pleasurable, as do Westerners. However, 
if this association is a Western convention, the Mafa should show no prefer-
ence. The results: both Mafa and Western listeners rated the consonant items 
as more pleasant than the dissonant ones, leading the researchers to con-
clude that consonance-​pleasure is a natural, not a cultural, association. And 
yet, the difference was much more pronounced for Western listeners: they 
rated the consonant music as far more pleasant and the dissonant music 
as far less pleasant than did the Mafa listeners, for both Western and Mafa 
music. Pleasure from consonance may have some biological component, but 
this inborn tendency seems to be accentuated in those familiar with Western 
consonant music.

A more recent cross-​cultural study on this question supports culture 
over nature in our preference for consonance. Cognitive scientist Josh 
McDermott and anthropologist Ricardo Godoy50 studied the Tsimane tribe 
in the Amazon rainforest in Bolivia, whom they believed had had no expo-
sure to Western music because of their limited access to radios. Tsimane 
music has no harmony or polyphony and no group performances; in their 
music only one line of melody is played at the same time. Without exposure 
to Western music, and without polyphony and harmony in their own music, 
the Tsimane would have had no exposure to consonance and dissonance.

The Tsimane participants were played both consonant and dissonant 
chords and asked to rate how much they liked them. They indicated no pref-
erence. Their lack of preference for consonant over dissonant chords was not 
due to an inability to discriminate, as shown by another test. And as a con-
trol measure the Tsimane were asked to rate the pleasantness of smooth and 
rough tones. Like Westerners, they preferred the smooth tones, showing that 
their failure to differentiate consonant from dissonant chords was not due 
to failure to understand the instructions nor to the sounds being unfamiliar. 
These findings could show that preference for consonance is not innate, is 
not a product of the human auditory system, and may well depend on expo-
sure to music that has consonant harmony.

But another interpretation has been suggested by Robert Zatorre.51 It is 
possible that a preference for consonance is innate but that the Tsimane 
lose this preference as they grow up because they are never exposed to tones 
played at the same time. Something like this is known to occur for the per-
ception of phonemic contrasts: the ability to discriminate many of the con-
sonant distinctions used in languages around the world is present at birth, 
but this ability is affected by the language the infant is exposed to. When a 
distinction does not carry meaning in the language environment of the child, 
the ability to perceive this distinction fades away.52
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Further evidence for preference for consonance being inborn comes from 
a study of two-​day-​old newborns of deaf parents.53 These infants had not 
heard maternal speech in utero, and one theory for the preference for con-
sonance is that this comes from exposure prenatally to the simultaneous 
overtones of speech.54 And yet the infants born to deaf parents looked longer 
to the original version of a Mozart minuet than to an altered, dissonant ver-
sion, behaving just like same-​age infants of hearing parents. This study has 
been interpreted as showing that preference for consonance is inborn and 
not shaped by perceptual experience in utero. Of course, the possibility re-
mains that these infants could have heard some Western music in utero, 
though clearly they would not have heard anything like the amount heard in 
utero by infants of hearing parents.

In Sum: Music Works by Eliciting Atypical Kinds 
of Emotions

We think of music as good—​something that calms, inspires, brings us to-
gether, makes us happy. But The New Yorker music critic Alex Ross pointed 
out in 2016 that music has not always been considered inherently good.55 
Because music is such a powerful elicitor of emotion, and because we cannot 
blot it out by turning away, it can be used for evil. The CIA blares heavy metal 
music as a form of auditory torture. Ross cites writer and Holocaust survivor 
Primo Levi as recounting that as prisoners at Auschwitz returned to camp 
from hard labor, they were forced to march to cheery polka music. This was 
another form of torture. Ross tells of interviewing Iraq veterans who listened 
to violent “predator” kinds of music to rid themselves of empathy. The fact 
that music can be used for terrible ends serves as a reminder of the power 
of music to elicit powerful emotions (or in the case of the Iraq veterans, to 
counteract one powerful emotion with another).

But are emotional responses to music “true” emotions? Of course they 
are true emotions, but they are not prototypical cases of emotion. The study 
of emotions from music must be part of a general theory of emotion. Any 
theory of emotion must be able to account for our prototypical instances of 
emotion, such as our emotional reaction of fear when we see a bear, which 
in turn prompts us to flee, or our reaction of joy when we reunite with a 
long-​lost family member. And any theory of emotion must also be able to 
account for atypical instances of emotion. Emotional reactions to works of 
art are atypical because we are reacting to situations that do not require any 
behavior on our part; reactions to purely non-​representational works such 
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as music and abstract art are even more atypical because the art we are 
experiencing does not refer to any of the human experiences that normally 
give rise to emotion. And there is probably no direct evolutionary explana-
tion for these kinds of emotions.

Is the emotional experience of music more intense than the emotional ex-
perience of visual art? Is there something more emotional about sound than 
sight? Fascinating anecdotal evidence for the power of sound to elicit emo-
tion comes from reports from individuals who lose their hearing as adults. 
They report a “draining of feeling” from the world.56

Studies of visual art tell of a less powerful relation to emotion than we 
find with music. We can speculate why music may elicit more powerful 
feelings than do the visual arts. First, there is the issue of the human voice. 
Sorrow, yearning, and joy sound similar in music and in a person’s voice. 
Second, there is the issue of time. We may look at a work of art in a mu-
seum for three seconds, but we listen to a piece of music for a long time 
because music occurs over time. Third, there is the issue of envelopment. 
We can avert our eyes from a painting, but we cannot block out music by 
turning away.

In the next two chapters I consider the emotions expressed and evoked by 
visual arts and ask how it is that purely abstract forms and colors can both 
convey and elicit feelings.



	 CHAPTER 5	� Color and Form
Emotional Connotations of Visual Art

How is it that abstract arrangements of sounds express emotion? This is the 
question discussed in Chapter 3, and now I take up the same question with 
respect to visual art: how can abstract arrangements of forms, lines, colors, 
and textures express emotion?

Few would deny that paintings express emotion. When we look at a 
painting or drawing, whether abstract or representational, we are apt to 
comment that it is sad, joyous, tragic, conflicted, agitated, or calm. We will-
ingly ascribe these kinds of emotional properties, knowing full well that 
these are not properties that the picture literally possesses (like its actual 
colors, textures, size, or content)—​just as we know that a sad piece of music 
is not literally sad. These are emotional properties that we feel we see di-
rectly, yet we know they are only metaphorically possessed by the physical 
picture. In Nelson Goodman’s terms, when a picture is functioning as art 
for the observer, that observer notices metaphorically expressed properties. 
For Goodman this is a form of symbolization distinct from representation.

Pictures convey human emotions in three very different ways. They do 
so literally by depicting scenes we recognize as happy (dancing) or angry 
(fighting) or scenes with facial expressions showing emotion. Ask a four-​
year-​old to draw a happy picture and she is likely to draw a smiling face. 
Ask her to draw a happy tree and she will draw a tree with a smile on it.1 
This child has created emotion in a picture by representing emotion literally. 
Clearly, one way that paintings convey emotion is literally. This way does not 
interest me here. This is no more of a philosophical puzzle than the fact that 
a song with sad lyrics conveys sadness. Both the song and the picture are 
representing the emotion.
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A second way that pictures convey emotions is metaphorically, by 
depicting things that we associate with emotions, such as barren versus lush 
landscapes. A painting of a ship on a stormy sea conveys a negative emo-
tional tone because such a scene is violent and terrifying; a lush landscape 
expresses a positive emotional tone because it is inviting and filled with life. 
In a letter to his brother Theo, Vincent Van Gogh2 described a drawing of 
bare trees with gnarled roots “clinging to the earth convulsively and passion-
ately and yet being half torn by the storm.” He said he wanted to express the 
struggle for life “in the black, gnarled, and knotty roots.” I call this means 
of expression metaphorical since a tree or a landscape cannot actually have 
emotions. These are examples of expression via representation. The drawing 
of the roots is representational, and the idea of roots clinging to the ground 
expresses the struggle for life.

Expression in pictures can also be wholly independent of representa-
tional content, based on purely formal properties—​color, line, texture, com-
position. This is the third way pictures can express. Abstract expressionist 
painter Mark Rothko said that he was not interested in form and color for 
their own sake. Instead, he said, “I’m interested only in expressing basic 
human emotions—​tragedy, ecstasy, doom and so on—​and the fact that lots 
of people break down and cry when confronted with my pictures shows 
that I communicate those basic human emotions. . . .The people who weep 
before my pictures are having the same religious experience I  had when 
I painted them.3

A Rothko triptych is reproduced (in black and white, alas) in Figure 5.1. 
His signature style consists of huge, richly colored, atmospheric, rectangular 
areas with soft, blurry edges (typically two, one above the other) that seem to 
float. In a July 8, 1945, letter to the art editor of The New York Times, Rothko 
wrote that his paintings were a “pictorial equivalent for man’s new knowl
edge and consciousness of his more complex inner self.”4

The art critic and curator Kirk Varnedoe entitled his Mellon lectures on ab-
stract art Pictures of Nothing. He made the argument that abstract art is a visual 
language that is deeply meaningful and capable of expressing a wide range of 
emotions and ideas. He describes abstraction as “a bedrock form of expres-
sion . . . a tradition of invention and interpretation that has become excep-
tionally refined and intricate, encompassing a mind-​boggling range of drips, 
stains, blobs, blocks, bricks, and blank canvases [that] can snare and cradle 
vanishingly subtle, evanescent, and slender forms of life and meaning”5—​
reminiscent of Clive Bell’s6 definition of art as “significant form.”

The same formal properties that express emotion in abstract art can be 
seen operating in representational art. Psychologist of art, Rudolf Arnheim, 
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traced the major outlines of two still lifes, one by Cezanne and one by 
Picasso, to show how these paintings express very different feelings, simply 
through the properties of their lines, as shown in Figure 5.2.7 The underlying 
geometry of the still life by Cezanne has horizontal lines and rounded forms 
and feels stable and calm. The Picasso has diagonal lines and sharp contours 
and feels unstable and distressed. Arnheim also gives us the example of 
Michelangelo’s painting of the Creation of Man on the Sistine Chapel ceiling. 
Adam’s body is in a passive concave curve; God is reaching for him in an 
energetic forward motion. This contrast in energy is conveyed by the differ-
entially expressive forces of the two bodies.

It is not difficult to explain how it is that we recognize paintings of 
weeping people as sad, nor how we recognize paintings of barren landscapes 
as sad. What is more mysterious is how we are able to recognize paintings as 
expressing emotions by their compositional structure, as Arnheim showed 
with the Cezanne and the Picasso, or as expressing emotions when, like the 
works of Rothko, the pictures contain no representational content at all—​
just lines, colors, and forms.

Figure 5.1  Darkly colored paintings by Mark Rothko in the Rothko Chapel, 
Houston, Texas.
Photo by Hickey-​Robertson. Reprinted with permission of the Rothko Chapel. © 1998 Kate 
Rothko Prizel & Christopher Rothko/​Artists Rights Society (ARS), New York.
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In this chapter I ask two questions. If we do perceive emotions in abstract 
art (we do), are these perceptions universal, independent of culture, or are 
they arbitrary and learned, much like we learn to associate the sound apple 
with an apple if we are growing up speaking English and the sound pomme 
with an apple if we are growing up in France? And second, is our proclivity 

(a)

(b)

Figure 5.2  Tracings by Rudolf Arnheim of still life by Paul Cezanne (a) and 
by Pablo Picasso (b) showing different expressive properties through line 
properties alone.
Figure 269, Diagrams A and B, p. 459, from Art and Visual Perception: A Psychology of 
the Creative Eye, Fiftieth Anniversary, by Rudolf Arnheim. © 2004 by the Regents of the 
University of California. Published by the University of California Press. Reprinted with per-
mission of University of California Press.
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to perceive emotions in abstract art a part of a larger tendency to recognize 
metaphorical connotations of simple lines and forms?

Perceiving Emotions in Paintings: Social  
Convention or Natural and Universal?

Two theorists of art have clashed over whether the perception of emotions 
in visual art is due to arbitrary association or to universally perceived 
similarities between the structure of visual forms and the feeling of 
emotions. Rudolf Arnheim came out of an idealist German tradition—
believing that there are basic, fundamental forms of life that are built-​in 
and guide how we see the world. This view can be seen in the field of 
Gestalt psychology, which posited that there were “good” forms (e.g., reg-
ular, simple, balanced, organized) that we have evolved to recognize and 
make. Nelson Goodman, in contrast, came out of the British-​American 
empiricist tradition of philosophy, which held that we begin as a blank 
slate and what we know and perceive is based entirely on learning and 
sensory experience.

Goodman rejected the concept of similarity as vacuous, arguing that 
everything is similar to everything else in innumerable ways.8 When we 
perceive two things as especially similar, this is due only to a learned as-
sociation. Thus he would have to conclude that we perceive a dark Rothko 
painting as sad because we have learned to associate sad with dark; we could 
just as readily have learned to associate sad with bright or neutral colors. The 
analogy in music would be that the major minor association with happy and 
sad, respectively, is a learned association, especially given the fact that chil-
dren under six do not yet make this connection.9

Rudolf Arnheim embraced the concept of similarity and believed that 
the structure of a  work of art conveys emotions that we cannot help but 
see. Learning—​in any powerful sense of that term—​is not involved. What 
we perceive in a picture is dynamic. We see the motions, the weights, the 
forces. And these dynamic forces are what convey the emotional properties 
of pictures. These properties are perceived immediately and directly because 
of a structural similarity between the forces that shape our physical behavior 
(not only posture but also facial expression and handwriting) and the forces 
that shape our mental states. We see a drooping willow tree as sad because its 
passive hanging is how we stand when sad; we see flames as striving because 
their dynamic upward motion is structurally similar to the reaching feeling 
of striving toward a goal.
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Psychologists have stepped in to this debate to test whether there is 
any consensus among people about the emotion expressed by an abstract 
painting. The answer is that people do agree about very broad emotion 
categories (like happy and sad, or negative and positive valence or emotional 
tone), but only for some abstract paintings. David Melcher and Francesca 
Bacci asked participants to rate 500 abstract paintings on a seven-​point scale, 
from negative to positive.10 For most of the paintings, people either agreed 
on neutral ratings or disagreed, with some giving positive, others negative, 
ratings. (Note how different this is from music studies, where there is high 
agreement about positive and negative valence.) However, the ones that 
people agreed were positive differed consistently in their visual properties 
from those that people agreed were highly negative. The positive ones had 
bright colors, complementary color contrasts, and simple, regular forms. The 
negative ones were dark and contained irregular marks. And the researchers 
were able to train a computer to judge the emotion that humans perceive in 
these paintings using line, form, and color information, demonstrating that 
the perception of emotion in some abstract paintings is based on objectively 
perceivable features of the paintings.

We know that pictures of facial expression can prime us to see that same 
emotion in neutral faces.11 Melcher and Bacci showed that abstract paintings 
could do the same thing: abstract paintings viewed as happy primed people 
to see more positive affect in a neutral face presented 800 milliseconds later; 
and abstract paintings viewed as sad primed people to see more negative af-
fect in the neutral face.12 Another study showed that when we look at abstract 
paintings that are classified as negative in tone, our frowning muscles are 
activated; when we look at paintings classified as positive, smiling muscles 
are activated.13

One way to test whether the expressive properties in pictures are transpar-
ently perceived and agreed on by all or whether we have to learn to perceive 
them is to test responses of young children. A  second way is to compare 
responses of people from very different cultures. If young children agree 
on the emotional content of abstract art, this is a point for Arnheim. And if 
people from different cultures agree, this is a yet stronger point for Arnheim.

When I was just starting out in my research into the psychology of the 
arts, I tested the ability to perceive mood in abstract art in children between 
the ages of five and ten.14 To construct our items we showed adults a series 
of abstract paintings and asked them to judge for each work whether it was 
predominantly happy, sad, excited, or calm. Using those paintings on which 
9 out of 10 adults concurred, we made color slides of 16 pairs of paintings 
with each pair contrasting in mood (happy–​sad; excited–​calm). For example, 
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we paired a colorful painting by Miro rated by adults as expressing happiness 
with a dark painting by Soulages rated as expressing sadness.

Even the five-​year-​olds agreed with the adult choices at a rate significantly 
above chance. Strikingly, children were even able to explain their choices by 
pointing to formal properties (e.g., this one has brighter colors; this one has 
darker lines). And they were not just describing the formal features of the 
paintings after any kind of match—​these kinds of formal reasons were twice 
as common following correct matches than incorrect ones. The matches 
made by the children, and their reasons offered, show that children as young 
as five have considerable sensitivity to the formal means by which moods are 
expressed in paintings.

This kind of task can be made more difficult or can be made easier. When 
paintings were presented one at a time, rather than in contrasting pairs, 
the task was harder. Richard Jolley and Glyn Thomas showed children and 
adolescents abstract paintings and asked them to label each one as happy, 
sad, angry, or calm.15 These paintings had first been rated by adults for each 
one of these emotions, and only those on which there was clear agreement 
were used. Five-​year-​olds succeeded (at an above-​chance level, showing they 
were not just guessing) only for happy paintings; seven-​year-​olds succeeded 
on all but sad paintings. After age seven, everyone was above chance. The 
task can be made easier by asking children to match paintings to pictures 
of a face showing the emotions of happy, sad, excited, and calm. Using this 
method, and mixing abstract works with representational ones (but never 
including human figures) expressing moods metaphorically (such as Van 
Gogh’s painting of a beat-​up pair of shoes), Tara Callaghan found that at age 
five, children’s matches were consistent with adult artist matches at an above-​
chance level, with greater consistency for calm and sad than for excited and 
happy.16 With some adult modeling for how to do such a task, and also when 
the drawings to be matched were by children, even three-​year-​olds succeeded.17 
Figure 5.3 shows four paintings used in this study, each conveying one of the 
four moods.

A somewhat more difficult task was used by Thomas Carothers and 
Howard Gardner.18 They showed children the scene in Figure 5.4, which 
expresses sadness via subject matter (dark clouds, shuttered store, bent-​over 
human), and asked children to choose from two images that would best com-
plete this drawing—​a drooping leafless tree and wilted flower (sad) or an up-
right blooming tree and flower (happy). Seven-​year-​olds picked both options 
equally, showing no realization that the mood in the completion should 
match the mood of the rest of the picture. But by the age of 10, children 
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succeeded, selecting the bare tree and dying flower. When Richard Jolley 
and Glyn Thomas tried the same thing, but this time simply asked children 
which tree and flower picture in Figure 5.5 was sad and which happy, even 
four-​year-​olds recognized the bare tree and wilting flower as sad.19 Thus the 
problem for children in the Carothers and Gardner study was to realize that 
mood mattered in completing the picture.

(a)

(b)

(c)

(d)

 
Figure 5.3  Paintings used by Callaghan (1997): (a) Brightly colored painting 
by Henri Matisse expressing happiness; (b) dark painting by Robert Motherwell 
expressing sadness; (c) cloudscape by Georgia O’Keefe expressing calm; (d) painting 
by Vasily Kandinsky expressing excitement.
(a) Henri Matisse (1869–1954) © Copyright. La Gerbe, 1953. Ceramic, Ceramic tile embedded 
in plaster, 108 × 156 in. (274.32 × 396.24 cm); weight: 2,000 lbs. Gift of Frances L. Brody, in 
honor of the museum’s twenty-fifth anniversary (M.2010.1). © Succession H. Matisse, Paris 
I/ARS, NY. Los Angeles County Museum of Art. Digital Image © 2018 Museum Associates/
LACMA. Licensed by Art Resource, New York. © 2018 Succession H. Matisse/Artists Rights 
Society (ARS), New York.

(b) Robert Motherwell (1915–1991) © VAGA, New York, NY. Elegy to the Spanish Republic, 
No. 35, 1954–58. Oil and magna on canvas, 80 ×100 1/4 in. (203.2 × 254.6 cm). The Muriel 
Kallis Steinberg Newman Collection, Gift of Muriel Kallis Newman, in Memory of Albert 
Hardy Newman, 2006 (2006.32.46). The Metropolitan Museum of Art. Image copyright 
© The Metropolitan Museum of Art. Image source: Art Resource, New York. Rights and 
Reproduction: Art © Dedalus Foundation/Licensed by VAGA, New York, NY; (c) Georgia 
O’Keefe (1887–1986) © ARS, New York. Sky Above Clouds, IV, 1965. Oil on canvas, 243.8 
× 731.5 cm (96 × 288 in.). Restricted gift of the Paul and Gabriella Rosenbaum Foundation; 
gift of Georgia O’Keeffe, 1983.821. Artist’s © The Art Institute of Chicago. Photo credit: The 
Art Institute of Chicago/Art Resource, New York; (d) Vasily Kandinsky. Orange, 1923. From 
a private collection. © 2018 Artists Rights Society (ARS), New York. Photo Credit: HIP/Art 
Resource, New York.
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Figure 5.4  Drawing expressing sadness.
Figure 5 from Carothers, T., & Gardner, H. (1979). When children’s drawings become art: The 
emergence of aesthetic production and perception. Developmental Psychology, 15, 570–​580. 
Published by the American Psychological Association. Reprinted with permission.

Figure 5.5  Blooming tree and flower versus leafless tree and wilting flower.
From Figure 1 in Jolley and Thomas (1995). Reprinted by permission of John Wiley and 
Sons and Copyright Clearance Center. From Figure 1 of Jolley, R. P., & Thomas, G. V. (1995). 
Children’s sensitivity to metaphorical expression of mood in line drawings. British Journal of 
Developmental Psychology, 13(4), 335–​346. ® 1995 The British Psychological Society.

These studies show widespread agreement about expressive properties 
of paintings, with the caveat that these studies looked at only a few 
kinds of emotions. Surely if researchers had asked about subtle emo-
tional distinctions—​like whether a painting is wistful, sad, tragic, or 
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nostalgic—​disagreement would be much larger. But about the broad 
dimensions of happy and sad, calm, excited and angry, adults concur, as 
do children—​suggesting, with Arnheim rather than Goodman, that these 
associations are not arbitrary ones. When we turn next to research on the 
perception of expressive properties of simple visual forms rather than actual 
paintings or drawings, we find even stronger evidence that these associations 
are natural, not conventional—​evidence in the form of agreement across 
cultures.

Is Perception of Emotion in Art Part of a Broader 
Tendency to Ascribe Emotional Content to Simple 
Visual Forms?

According to Arnheim, visual art cannot help but be expressive of emotions, 
because we invariably perceive expression in objects and scenes. This occurs 
in representational art (as in the position of Adam’s and God’s bodies, or 
the positioning of the Cezanne versus Picasso still lifes), as well as in non-​
representational art. Hence, there really is no such thing as pure form. All 
forms have expressive meaning. People agree on what these meanings are. 
And we agree because we perceive a direct structural similarity between any 
kind of visual experience and emotional experience.

Sad, tired, and striving are all properties of animate beings. And yet a 
draped and faded blanket can look sad and tired, and flames can look like 
striving. We see these properties in inanimate things, just as we see them 
in paintings. We can test the generality of this ability by looking at whether 
people from different cultures read the same kind of emotional symbolism 
into very simple colors, lines, and forms.

Cross-​Cultural Studies

Almost a century ago, psychologists began investigating whether people 
could perceive the expressive properties of visual stimuli (lines, shapes, 
colors), and we now have a large body of evidence showing that most people, 
including people from different cultures, agree on what very simple colors, 
lines, and forms express. Helge Lundholm, a researcher at Harvard at the 
time, asked a small group of people to draw lines expressing specific affec-
tive tones: sad, quiet, lazy, exciting, angry, cruel, strong, and the like.20 The 
lines that people drew varied systematically for the different adjectives. Lines 
with long, low waves were drawn to show sadness. Curved lines were used 

 

 

 



70  |  Art and Emotion

for pleasant emotions, angular ones for anger, agitation, and excitement. 
Downward-​directed lines were used for sad, upward-​directed ones for happy. 
And people also elaborated verbally. They said that sharp angles hurt and 
that they express violence, while curves express grace and are pleasant. They 
said that downward motion of a line shows loss of energy, while upward-​
moving lines convey strength.

An experiment published a few years later showed people the kinds of 
lines that these participants had drawn and asked them to match the lines 
to the adjectives that had been used as prompts.21 Responses were in clear 
agreement with Lundholm’s findings. The lines people drew to convey 
feelings, and the feelings people perceived in drawn lines, converged. Similar 
findings have been reported for color–​mood associations, with red showing 
excitement and heat, orange showing distress, blue showing tenderness, 
black showing power and heaviness.22

Evidence that these ways of seeing are not learned but are primary kinds of 
connections that all humans see directly comes from cross-​cultural studies. 
In one study, Shigeko Takahasi asked Japanese participants to depict a va-
riety of expressive properties using lines—​anger, joy, tranquility, depression, 
human energy, femininity, and illness—​without recourse to representa-
tion.23 Drawing a smiling face to show joy, or a crying one to show depres-
sion would not count. The drawing had to be non-​representational. Other 
Japanese participants were then asked to guess what each was intended to 
convey.

The drawers and the perceivers agreed. Thick and rough lines showed 
anger, depression, energy. Thinner, smoother lines showed joy, tranquility, 
femininity. Jagged pointed forms and thick lines showed anger. Curving 
lines showed joy, horizontal ones showed tranquility. Descending thin 
lines conveyed depression, while rising triangular forms showed energy. 
Takahasi reports that when a similar study was carried out in the United 
States,24 moods and meanings were expressed in ways very consistent 
with the Japanese study. In another study, participants from Germany, 
Mexico, Poland, Russia, and the United States agreed that the colors of 
anger were black and red, the color of fear was black, and the color of 
jealousy was red.25

Further cross-​cultural evidence for this kind of symbolism comes from 
how people respond to the Semantic Differential Scale, developed in 1957 
by psychologist Charles Osgood.26 This scale presents people with a wide 
variety of words, such as man, woman, horse, war, kiss, city, engine, fire, yellow, 
black, tight, child. Participants are asked to rate each word on a number of 
bipolar scales—​from good to bad, strong to weak, big to little, young to old, 
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noisy to quiet, sweet to sour, and many others. While these bipolar scales do 
not always involve emotion terms, placing a concept such as horse or city 
along one of these scales can only be done metaphorically.

Ratings cluster statistically into three broad dimensions: evaluative, po-
tency, and activity. Scales like good–​bad, sweet–​sour, and helpful–​unhelpful 
form an evaluative dimension. Scales like strong–​weak, powerful–​powerless, 
and big–​little form a potency dimension. And scales like fast–​slow, young–​
old, noisy–​quiet form an activity dimension. Fire is strong, child is weak, 
engine is active, stone is inactive, kiss is positive, disease is negative, and so 
forth. The Semantic Differential Scale has been given to people across a wide 
variety of cultures, and the results are clear:  there is strong cross-​cultural 
agreement about the connotations of concepts.27

Most relevant for our purposes is that connotations of concepts are just as 
easily captured in pictures as in words, as shown by a pictorial form of the 
semantic differential.28 Here, instead of judging concepts on verbal bipolar 
scales, people were asked to judge them by pointing to opposite kinds of 
visual forms. Think about how you would respond to the following. You are 
given the word good and a choice of two patterns—​a homogeneous one with 
three circles or a heterogeneous one with a circle, a square, and a triangle, as 
in Figure 5.6. Which do you pick? Or if you are given the word noisy and the 
choice of a horizontal or a crooked line?

If you are like Osgood’s respondents, you will pair good with the homoge-
nous pattern, and noisy with the crooked line. This is how American univer-
sity students responded, as well as Japanese recently arrived in the United 

Figure 5.6  When asked which one of the two shapes on the left should be 
matched with good, participants typically choose the one with the homogeneous 
shapes. Asked which of the two lines on the right should be paired with noisy, 
participants picked the crooked line.
Images traced from p. 148 of Osgood, C. E. (1960). The cross-cultural generality of visual-
verbal synesthetic tendencies. Behavioral Science, 5(2), 146–169. Reprinted by permission 
of John Wiley and Sons, Inc. and Copyright Clearance Center. © 2017 Copyright Clearance 
Center, Inc.



72  |  Art and Emotion

States, Navajo Native Americans, and Mexicans. Education level did not play 
a role, as some of Osgood’s participants were urban and highly educated 
and some were rural and not educated at all. Such cross-​cultural evidence 
strongly suggests that these connections are not arbitrary links that we learn 
by association. For if they were, we would not expect people from different 
cultures to converge on the same matchings.

How unnatural would these kinds of matches feel if the forms and 
emotions were paired in the opposite way? What would happen if we told 
people that jagged, pointed forms expressed joy, and curving lines expressed 
anger? Would people reject such pairings? This is the question asked in a 
clever experiment described next.

Evidence from Mismatches

Chang Hong Liu and John Kennedy showed that people agree very strongly 
about whether a particular word is more like a circle or a square.29 Soft, 
happy, light, bright, and love belong with a circle; hard, sad, heavy, dark, and 
hate belong better with a square. To begin with, these are not the kinds 
of associations that would have been learned: there is nothing in our lan-
guage or our culture that links circles with happiness and squares with 
sadness. But to demonstrate “naturalness” rather than learned association, 
the researchers went further. They asked how readily these linkages could 
be overcome. They presented people with 20 word pairs to remember, 
with one word in each pair presented in a circle, the other in a square. 
Half of the participants were in the “congruent” condition: they saw words 
like happy and bright and love inside the circle; and the other half were in 
the incongruent condition, seeing these same words presented instead 
inside the square. Later, in the memory test phase, they were shown each 
word pair and asked which one had been shown in the circle, which in 
the square. The congruent group recalled significantly more of the word–​
shape associations. Several more experiments by these researchers using 
slightly different methodologies confirmed these findings. This finding 
is a strong piece of evidence in favor of form symbolism being universal 
rather than simply a matter of social convention.

Evidence from the Blind

Another powerful piece of evidence for the non-​learned mapping of visual 
forms to metaphorical expression of emotions comes from John Kennedy’s 
remarkable studies of blind people, including the congenitally blind.30 
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Kennedy showed that blind people can recognize what is represented in 
drawings with raised lines that can be apprehended through touch, and then 
went on to show that blind people can also recognize non-​literal properties 
of these line drawings. For example, he showed the four hand drawings in 
Figure 5.7 to sighted and blind adults (the blind received raised line versions) 
and asked which hand showed the thumb in pain, the thumb numb, the 
thumb making a circular motion, and the thumb moving to and fro. What 
is important here for our purposes is the blind person’s ability to detect 
the metaphorical conveyance of pain and numbness, as these are closest to 
emotional states. And the striking finding is that the blind and the sighted 
agree: the thumb with radiating lines going outward is in pain; the thumb 
with dashed lines is numb. Because the blind participants had not ever been 
exposed to these kinds of line drawings before, they could not have learned 
these associations—​another point in favor of “naturalness.”

These findings allow us to conclude that the blind and the sighted 
have the same kind of recognition of the connotations of forms. If these 
connections were just social conventions, we would not find this kind of 
agreement. These findings provide more points in favor of Arnheim’s po-
sition that there is a structural similarity between the forces that shape 
our physical behavior and the forces that shape our mental states. This 

Figure 5.7  Blind people agreed that the thumb on the lower left with radiating 
lines going outwards is in pain and the thumb on the lower right outlined with 
dashed lines is numb.
Figure 8.9, p. 280 from Kennedy, J. (1993). Reprinted with permission of Yale University 
Press.
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similarity allows us to perceive expression in inanimate objects directly, 
without learning, without association, without projection. And thus a 
weeping willow tree expresses sadness because it is structurally similar to 
the passive posture of sadness. And flames express striving because their 
dynamic upward motion is structurally similar to the reaching feeling of 
striving toward a goal.31 This is a form of “embodied cognition”—​we can 
feel the willow tree as sad because when we feel sad our body feels like it 
is heavy and hanging.

William James apparently had the same intuition as Arnheim about iso-
morphism between physical and mental states. Arnheim32 cites these words 
from James’ Principles of Psychology: “such attributes as intensity, volume, 
simplicity, or complication, smooth or impeded change, rest or agitation, 
are habitually predicated by both physical facts and mental facts.” This 
principle of isomorphism between physical and mental life also parallels 
Susanne Langer’s theory that music expresses by showing us the structure 
of emotional life.

The strong agreement across cultures and languages about the af-
fective connotations of concepts, visual forms, and colors suggests that, 
for the most part, Goodman was wrong and Arnheim was right. These 
connotations form the basis for verbal metaphors—​black rage, fiery 
courage, and so on. If poetry in some languages spoke of pink rage and 
watery courage, translations of such poetry would make little sense. And 
these connotations are what make it possible for non-​representational 
images to express emotion.

However, it is a mistake to think of visual forms and colors and 
compositions as having a deterministic relationship to expressive 
properties. Context can shift our perceptions. Art historian Ernst Gombrich 
pointed this out when he noted that we perceive Piet Mondrian’s final 
painting, Broadway Boogie Woogie, as expressing restless motion (as its 
name implies) when we are implicitly comparing it to earlier, simpler, 
more stable Mondrians. But if we were instead to compare Broadway Boogie 
Woogie to a painting by Italian futurist Gino Severini painted in similar 
colors but filled with diagonal broken lines and forms, the story changes. 
Now Mondrian’s painting seems calm and ordered, while Severini’s seems 
agitated.33 Thus, to assume that a painting has a fixed and stable affec-
tive tone is to oversimplify how art conveys emotion. And this is a point 
for Goodman—​yes, we can perceive similarity, but context can affect the 
matches we make.
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In Sum: Perceiving Emotion in Abstract Visual  
Art Works Naturally and Inescapably

Nelson Goodman’s argument that everything is similar to everything else 
may be logically sound. No matter what two items I put together (e.g., dia-
mond and hammer), I can find points of similarity between them. They 
may appear in the same sentence; they both have two syllables; they are 
both hard. But what is logically sound may not be psychologically sound. 
Rudolf Arnheim’s view that there is a natural similarity between certain 
forms and certain feelings turns out to be supported by the evidence—​
people from different cultures, and young children as well as adults, 
agree on what visual forms symbolize in terms of expressive properties. 
Arnheim’s view is the one that makes psychological sense, at least on a 
very basic level. But these natural similarities can easily become entangled 
with culturally specific experiences, as Gombrich’s example suggests, 
making adult responses to art a complex amalgam of both natural and 
cultural factors.

Paintings express emotions in part through their formal properties, 
and our ability to perceive these linkages is part of a broader human 
ability. Seeing expressive qualities in visual patterns is a general aspect 
of perception not limited to art. We see expressive properties in rocks, 
trees, columns, cracks, drapery, and the like. We find expression even in 
the most mundane and neutral of objects. We cannot help but perceive 
emotion when we look at inanimate objects (draped blankets, budding 
flowers, weeping willows), and we can even perceive expressive properties 
in stripped-​down visual stimuli—​a bright color, a dark color, a jagged line, 
a softly curving line. If Nelson Goodman were correct, then it would be 
as easy to learn an association between a bent-​over tree and happiness, or 
to see a flaming fire as passive and devoid of energy. But John Kennedy 
cleverly showed that when associations are reversed (pairing the word 
happy with a square and sad with a circle), these matches feel wrong—​as 
evidenced by the fact that they are harder to remember than the ones that 
feel right.

In this chapter I considered our natural tendency to perceive emotions 
in paintings. In an earlier chapter I  showed how readily we perceive 
emotions in music. And similar arguments could be made about how 
we perceive the expressive connotations of the sounds of words. For ex-
ample, we perceive the nonsense syllable mal as big, mil as little34; and we 
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correctly perceive that the Chinese words ch’ung and ch’ing are translations 
of heavy and light, respectively, and not the reverse.35 This phenomenon, 
analyzed by the linguist Roman Jakobson, is called phonetic symbolism, 
and it is clearly cousin to the kind of visual form symbolism I have been 
talking about here.36

What about emotions in the viewer? Can paintings evoke these? Rothko 
said that many people cry when confronted with his pictures. How common 
is this? Can looking at non-​representational visual art elicit strong emotional 
reactions? And if so, are these responses as strong as those that people report 
from listening to music? It is to this question that I now turn.



	 CHAPTER 6	� Emotions in the Art Museum
Why Don’t We Feel Like Crying?

People have reported extremely powerful emotional responses while 
standing in front of paintings—​shaking, dizziness, and tears. How common 
are such experiences? There is far less philosophizing about emotional 
responses to visual art than to music, and there are fewer studies from 
psychologists about this as well. Extant studies do not provide a strong basis 
from which to conclude that people shake and weep in front of paintings. 
But the visual arts (like all arts) can move us strongly, and there is fascinating 
evidence about the areas of the brain that are activated when paintings move 
us. I conclude this discussion by reflecting on why it is that people seem to 
be more willing to report feeling specific emotions in response to music than 
to the visual arts.

The Stendhal Syndrome

Nineteenth-​century French novelists were obsessed with visual art and art-
ists.1 All of the major French novelists of that century—​Honoré de Balzac, 
Émile Zola, Stendhal, Gustave Flaubert, and others—​have a painter as a 
character in their works. Stendhal (the pen name of Marie-​Henri Beyle) 
was so affected by certain works of art that he has an illness named in his 
honor: the Stendhal syndrome. How did this come about?

While in a chapel in Florence filled with beautiful frescoes—​the chapel 
where Machiavelli, Michelangelo, and Galileo were buried—​34-​year-old 
Stendhal had a powerful emotional experience accompanied by strange 
physical symptoms. When standing alone in front of frescoes by Volterrano, 
he wrote:
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I underwent, through the medium of Volterrano’s Sybils, the profoundest ex-
perience of ecstasy that, as far as I am aware, I ever encountered through the 
painter’s art…Absorbed in the contemplation of sublime beauty, I could perceive 
its very essence close at hand…I was seized with a fierce palpitation of the heart 
(that same symptom which, in Berlin, is referred to as an attack of nerves); the 
well-spring of life was dried up within me, and I walked in constant fear of 
falling to the ground.2

Apparently Russian novelist Fyodor Dostoyevsky also had these kinds 
of intense emotional experiences from paintings. According to his wife, 
Anna Grigorievna, he reacted strangely when looking at Hans Holbein’s The 
Dead Christ in the Tomb in the Kunstmuseum in Basel. This is a shocking 
painting showing a corpse at eye level on the museum wall. The painting is 
the size of a coffin and Christ is lying inside this claustrophobic space. Anna 
Grigorievna described leading Dostoyevsky away from the painting, where 
he had stood for almost 20 minutes in an agitated state with a fearful expres-
sion on his face. Dostoyevsky also wrote about his experience viewing the 
classical sculpture Apollo of the Belvedere, saying that it caused “a sensation 
of the divine” and could effect a lasting internal change in the souls of those 
who viewed it.3

A psychiatrist in Florence, Graziella Magherini, noticed many similar 
cases of excessively intense and physiological reactions when viewing great 
works of art.4 She reported that many visitors to Florence experienced strange 
physiological symptoms—​rapid heartbeat, dizziness, confusion, fainting, 
and a feeling of disorientation—​as they looked at a work of art. Magherini 
suggested that this syndrome happens most often in Florence because this 
city has the greatest density of Renaissance art in the world, and because 
Renaissance art has a particularly powerful appeal. She insisted to an inter-
viewer that far from being a pathological state, the Stendhal syndrome can 
be experienced by anyone who looks at works of art with an open mind and 
a desire to experience strong feelings.5

Maria Barnas, the interviewer, was skeptical. She wondered why she, her-
self an artist, had no memory of ever feeling strong emotions or having such 
physiological reactions when looking at a work of visual art, even one that 
she found impressive. Was she abnormal or were these Stendhal syndrome 
tourists abnormal? Perhaps these tourists had heard about the syndrome 
and were highly suggestible, making this a self-​fulfilling prophecy. Indeed, 
psychiatrists have clashed with one another over the status and meaning 
of this syndrome. Elliot Wineburg, a psychiatrist at Mount Sinai Hospital 
in New York, has argued that these people were already “sick.” But Reed 
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Moskowitz, a psychiatrist at New York University Medical Center, disagreed. 
“These are people who have a great appreciation of beauty, and you’re put-
ting them in the Mecca of art,” he said.6

The story of the Stendhal syndrome is seductive. But let’s deconstruct 
it. Could this reaction be due to the subject matter of the art—​the religious 
figures in the frescoes that Stendhal was overcome by, the image of the dead 
and decaying body of Christ for Dostoyevsky? Could it be due to place—​
knowing that Florence was the home of the greatest painters and scholars 
of all time? In his book, Stendhal wrote that, upon realizing he was in the 
presence of the tombs of Michelangelo, Machiavelli, and Galileo, “the tide 
of emotion which overwhelmed me flowed so deep that it scarce was to be 
distinguished from religious awe.” There is apparently also a Jerusalem syn-
drome (just Google it) whereby travelers to Jerusalem become overwhelmed 
by being in such a religious site. So maybe this response is due to more than 
the artworks. Stendhal’s experience may be overdetermined, or restricted to 
certain sites at certain times.

An American Version of the Stendhal Syndrome

The Mark Rothko Chapel, in Houston, Texas, designed by architect Philip 
Johnson, contains 14 large murals by the abstract expressionist painter Mark 
Rothko, commissioned especially for this space. Unlike a typical art mu-
seum, the chapel is designed as a spiritual place. People often come and 
sit in a meditative attitude surrounded by the paintings, perhaps seeking a 
religious experience. This is a chapel—​a hushed and sacred space, like the 
chapel where Stendhal was overcome.

The paintings in the chapel are darkly colored—​with blacks, maroons, 
and purples predominating. They are illuminated by natural light so that the 
subtleties of the color can be clearly seen. Figure 5.1 (in the previous chapter) 
shows three of the paintings in the chapel.

James Elkins, an art historian at the School of the Art Institute in Chicago, 
describes Rothko’s paintings in his 2004 book, Pictures and Tears: A History 
of People Who Have Cried in Front of Paintings:

[I]‌f you step too close to a Rothko, you may find yourself inside it. It is 
not hard to see why people say they are overwhelmed. Everything conspires 
to overload the senses: the empty incandescent rectangles of color, entirely 
encompassing your field of vision; the sheer glowing silence; the lack of 
footing or anything solid in the world of the canvas; the weird sense that the 
color is very far away, yet suffocatingly close.7
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Elkins set out to research the experience of weeping in front of paintings. 
In response to a request for personal accounts, Elkins reports receiving 400 
letters or phone calls from people describing experiences of crying in front 
of paintings. Most have no idea why they cried. Some of the reports of crying 
were during visits to the Rothko Chapel. The Rothko Chapel visitor’s book 
includes comments like this:

“I can’t help but leave this place with tears in my eyes.”
“Was moved to tears but feel like some change in a good direction will 

happen.”
“My first visit moved me to tears of sadness.”
“Thank you for creating a place for my heart to cry.”
“Probably the most moving experience I have had with art.”
“A religious experience that moves one to tears.”8

Elkins tells us that many of the comments said something about the lone-
liness and emptiness of the paintings, reminding them of death and loss.

Rothko would have approved of these powerful reactions. Recall the quote 
from Rothko in the previous chapter:

I’m interested only in expressing basic human emotions—​tragedy, ecstasy, 
doom and so on—​and the fact that lots of people break down and cry when 
confronted with my pictures shows that I  communicate those basic human 
emotions. . . . The people who weep before my pictures are having the same 
religious experience I had when I painted them.9

And so we have reports, albeit anecdotal ones, of powerful responses to 
visual art—​the sense of ecstasy and loss of reality that Stendhal reported, 
Dostoyevsky’s sensation of the divine, and the tears of Rothko Chapel visitors. 
These reports cry out for psychologists to enter the arena and determine the 
circumstances that lead to these kinds of reactions.

Searching for Evidence

Feeling Like Crying?

One psychologist has developed a model of how and why people have strong 
emotional reactions to paintings, and his work has focused on reactions to 
paintings by Rothko. Matthew Pelowski began with a theory that tears from 
art occur at the end of a three-​step experience.10 First, a viewer experiences a 
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discrepancy—​a feeling that something profound is going on, but something 
she does not understand. This creates tension and anxiety, which in turn 
leads to a desire to escape. But if the viewer persists, and keeps looking, she 
will experience an understanding, a sense of self-​awareness and a feeling 
of relief that the initial discrepancy is resolved. This looking inward, and 
accompanying feeling of relief, can lead either to actual tears or to “feeling 
like crying,” according to the theory.

In the first study Pelowski carried out to test this model, he interviewed 21 
people who came to the Rothko Chapel. People were asked to rate their emo-
tional experience after viewing the paintings, using a series of scales. Here 
are some of them: “While I was inside the room I experienced anxiety, con-
fusion, tension” (these assessed the hypothesized first stage of the viewing 
experience). “While I was inside the room I experienced the need to leave” 
(which assessed the hypothesized second stage). And “While I was inside 
the room I experienced epiphany, self-​awareness, relief” (which assessed the 
hypothesized final stage). Viewers were also asked to rate how strongly they 
agreed with “I cried or felt like crying.” About one third of the interviewees 
said that they had felt like crying to some extent. Compared to the other 
viewers, this group reported higher levels of confusion, need for escape, self-​
awareness, and epiphany.

Would people show this same cluster of responses if they viewed Rothko 
paintings in a museum rather than a chapel? In two further studies, Pelowski 
interviewed 30 people viewing Rothko paintings (more brightly colored than 
those in Houston) (see Figure 6.1) in the Kawamura Memorial DIC Museum 
in Japan and 28 people viewing Rothko paintings at an exhibit at the Tate 
Modern in London, using the same measures. In both studies, again about 
one third of the viewers said they experienced some level of feeling like 
crying (about 3.5 points on a scale of zero to nine). This feeling correlated 
with ratings of self-​awareness, epiphany, and a feeling of understanding the 
artist’s intention.

These findings are consistent with the three-​stage model. But they don’t 
tell us for sure about the sequence in which these feelings were experienced. 
And there certainly could have been a “response demand” in favor of crying. 
Being asked about feeling like crying may have suggested to people that this 
was the sophisticated way to respond. Would people have mentioned feeling 
like crying if they had not been asked about it? We cannot know, but my 
guess is that fewer would have mentioned this spontaneously.

Clearly, some people do have strong emotional responses to visual 
art. But how common is this kind of experience? One study presented 
people with nine emotions (taken from the Geneva Emotional Music Scale 
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described in Chapter 4) and asked people to rate how often they experi-
enced each emotion in response to painting and music.11 While the findings 
looked fairly similar for both art forms, participants reported more often 
feeling wonder from paintings, and more often feeling nostalgia, peaceful-
ness, power, joyful activation, and sadness from music. But this study did 
not specify that the paintings should be abstract, or that the music should 
be without lyrics. Nor did this study ask people to rate the intensity of 
their emotions, and that is the question we are after here. Recently, in my 
seminar on the psychology of art, I conducted an informal study in which 
I asked my 15 students to each ask three people to list the three strongest 
emotional responses they had experienced from music without lyrics and 
from abstract (non-representational)  art. I  specified abstract art to make 
sure that any emotional responses were not to the content represented 
(e.g., responding to a painting of a death scene with sadness), but rather to 
the formal properties of the work. I also wanted to compare abstract art to 

Figure 6.1  One of the paintings (in rich red and brown) by Mark Rothko used in 
Pelowski’s (2015) study.
Untitled, 1958. Collection of Kawamura Memorial DIC Museum of Art, Sakura, Japan. © 1998 
Kate Rothko Prizel & Christopher Rothko/​Artists Rights Society (ARS), New York.
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something similarly non-​representational but not visual—​so I asked about 
music without lyrics. While I received rich responses to the music question 
(e.g., they reported bliss, peace, sadness, feeling energized), responses to 
the abstract art question were sparse, and mostly included responses such 
as “irritated,” “annoyed,” and “confused.” Certainly no one mentioned 
weeping!

Perhaps asking people to note their emotional reactions to abstract 
paintings is akin to asking them to note their reactions to 12-​tone music. 
Both kinds of art are unfamiliar to most people and hard to make sense 
of. Any study of emotional responses to paintings should perhaps, after 
all, include not only abstract works but also representational paintings of 
people (showing emotions, or in situations that are emotion arousing), and 
representational paintings without people, but representing scenes that we 
associate metaphorically with emotional reactions (barren landscapes and 
churning seas, etc.).

Feeling Moved?

Perhaps weeping is the wrong thing to be looking for. What people usually 
mean when they say art affects them emotionally is that they feel strongly 
“moved.” Feeling moved may not strictly be classified as an emotion, but this 
is certainly a kind of emotional state, one that is akin to feeling awe, admira-
tion, amazement.

The feeling of being moved is not a clearly understood construct. 
Psychologist Winfried Menninghaus tried to clarify what we mean by this 
phrase.12 He and his collaborators asked students to recall an emotionally 
moving (stirring or touching) event and to describe the event and their 
feelings. Sadness and joy were the most common emotions reported as ex-
perienced in moving situations; feeling moved was always rated as intense.

Not surprisingly, the most frequently listed causes of being moved were 
major life events—​death, birth, marriage, separation, reunion. While art-​re-
lated events were listed as one of six kinds of experiences that elicited the 
feeling of being moved, they were in the very distinct minority. The kinds 
of art experiences mentioned as moving were film and music, but no one 
mentioned the visual arts.13 But when psychologists ask people to report on 
strong experiences from the visual arts, we get a different picture. I have only 
found one study on this, and it is an unpublished dissertation in Swedish 
directed by Alf Gabrielsson. The findings show that people commonly re-
port feelings of amazement, astonishment, and surprise as they become ab-
sorbed by a work of visual art.14
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Clearly, then, how the question is asked is key. If we ask people directly 
what emotions they feel from visual art, as in the music studies discussed 
in Chapter  3, people list wonder and astonishment, which sound to 
me like feeling moved. But if we ask people to list the experiences that 
have moved them, they are much more likely to mention interpersonal 
experiences than they are the visual arts. Our social world dominates our 
emotional life.

When we ask people to rate how strongly they are moved by specific works 
of visual art as they view them, people are also very willing to report feeling 
deeply moved. We know this from a collaboration between neuroscientists 
Edward Vessel and Nava Rubin and literary scholar Gabrielle Starr.15 These 
researchers showed people 109 paintings, Western and Eastern, representa-
tional and abstract, from the fifteenth to the twentieth century. Respondents 
were asked to rate each one for how strongly the work moved them on a scale 
of 1 to 4. The instructions were as follows:

Imagine that the images you see are of paintings that may be acquired by a 
museum of fine art. The curator needs to know which paintings are the most 
aesthetically pleasing based on how strongly you as an individual respond to 
them. Your job is to give your gut-​level response, based on how much you find 
the painting beautiful, compelling, or powerful. Note: The paintings may cover 
the entire range from “beautiful” to “strange” or even “ugly.” Respond on the 
basis of how much this image “moves” you. What is most important is for you 
to indicate what works you find powerful, pleasing, or profound.

Paintings were viewed while the observers lay in a functional magnetic reso-
nance imaging (fMRI) brain scanner, which would detect which areas of the 
brain were most activated, and whether the areas activated by an individual 
painting were predicted by the rating the person had given that painting.

After the scanning session, the viewers saw all of the paintings again, in 
the same order, for six seconds each. They rated each one on the intensity 
with which the work evoked the following nine feelings: joy, pleasure, sad-
ness, confusion, awe, fear, disgust, beauty, and the sublime.

Did people agree on which works were moving? Absolutely not. 
Agreement was very low. On average, each painting strongly rated by one 
person was given a low rating for another. There was also very low agree-
ment in completing the nine rating scales. What moves people is thus deeply 
idiosyncratic. While there seems to be clear consensus on what a picture 
expresses, as discussed in Chapter  5, there is enormous variability in the 
emotions a viewer actually experiences.
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The interesting finding was that the researchers discovered specific brain 
areas that were most activated when people felt highly moved by the works 
of art—​for the works of art they rated as 4’s compared to all the others (rated 
as 1’s, 2’s, and 3’s). The area activated when viewing the paintings rated as 4’s 
was part of the default mode network. This area of the brain is associated with 
self-​reflection, looking inward, and thinking about oneself.16 The intriguing 
finding was that only those artworks experienced as most moving led to this 
kind of activation, though remember that what was most moving for one 
person was not most moving for another. Activation increased linearly as 
paintings moved from levels 1 to 3, and then there was a steep jump in activa-
tion as paintings moved to level 4. This study expands our understanding of 
the experience of being moved in response to visual art. What these findings 
suggest is that works of art that move us most are works that prompt us to re-
flect about ourselves. Of course, to be certain of this we would need evidence 
that people are actually reflecting about themselves when their default mode 
network activates as they view works of art they find highly moving.

One might consider a weakness of this study the finding that there was so 
little agreement about which paintings moved people. But in fact, this was a 
strength. Because the artworks that people found moving differed so much 
across people, the pattern of brain activation could not be chalked up to any 
visual aspect of the works (brighter colors, sharper edges, more contrast, 
etc.). Instead, we have to interpret the brain activation pattern as predicted 
entirely by how strongly moved people felt.

In Sum: Visual Art May be Less Emotion-​Arousing 
than Music

Are the visual arts less emotion-​arousing than music or film or literature, 
including being less moving overall for the average person? We really cannot 
say at this point. From a scientific standpoint, we know far more about emo-
tional responses to music than those to the visual arts. We need to do more 
of the same kinds of studies with the visual arts that people have carried out 
with music, asking people to report their strongest feelings while looking at 
works of art. Either we will find that reported experiences with the visual arts 
are as strongly emotional as those with music, or we will find them much 
less so. My intuition is that we will find them less so.

Why might a painting evoke fewer reports of specific emotions like sad-
ness, nostalgia, or joy than music? Here are the aspects of an art experi-
ence that I suggest allow us to feel powerfully moved and experience strong 
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emotions. First, there is solitude. We need to be experiencing the work 
without being distracted by others having conversations around us. When 
we visit an art museum, we often come with others and we talk to our friends 
as we pass from painting to painting. Pelowski and his colleagues found that 
people are unlikely to experience strong emotions in a crowded museum, or 
when chatting with the viewer next to them.17 We should study people vis-
iting museums at empty, odd hours.

When we listen to music with others present, we do not chat; we listen. 
But when we look at art with others, we are tempted to converse.18 People 
report stronger emotional responses to music when listening with a close 
friend than when listening alone. Thus, being with others may strengthen 
emotional responses to music, but weaken such responses to visual art.

Second, we need to feel enveloped by the work—​surrounded so that we 
cannot easily escape it. Music surrounds us more than visual art does. Music 
feels more “inside our head” than a painting does.19 After all, the visual ob-
ject that is causing a visual percept is external to us; sound has no external 
analogue to see or touch. And we can always look away from a painting, or 
see something else in our peripheral vision, but we cannot turn our ears off 
to music. Perhaps the importance of feeling enveloped explains why, in com-
parison to viewing paintings, we may feel more powerful emotions when 
entering into certain kinds of architectural spaces—​cathedrals or rooms 
constructed by the artist James Turrell. In one such Turrell construction, 
Space that Sees, one sits and looks up at a rectangular opening in the ceiling, 
through which one sees the intense blue sky and the passing clouds. It is at 
first hard to tell whether the square is a painting of a sky or the real sky. The 
illusion is strange and powerful.

Third, we need to spend time with the work, not just the average 28.63 
seconds (at most!) that viewers spend with paintings at a museum.20

I recall two exhibits at the Museum of Modern Art in New York which 
took place over time that I found very moving. One was a film by Rodney 
Graham, called Rheinmetal/​Victoria 8, showing snow slowly covering up an 
old typewriter. The other was a sound installation by Janet Cardiff, called 
The Forty Part Motet, where 40 different speakers each played the voice of a 
different singer from a choir—more like a concert that a visual art installa-
tion. People did not just walk past these exhibits; they stayed for the dura-
tion because each unfolded over time. Harvard art history professor Jennifer 
Roberts requires her students to sit in front of a painting for three hours, 
taking notes as they look.21 I ask my students to sit for an hour and write 
about their experience as they look. My students say they expected to be 
bored, but instead found that they lost track of time and began to see more 
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and more things in their painting as they looked. Still no one wrote about 
having a powerful emotion.

And finally there is the dimension of movement. Music makes us feel like 
moving—​we move in synchrony to the beat—​swaying, dancing, marching, 
moving our heads, tapping our feet.22 Moving in these ways (called “entrain-
ment” to music) may intensify the emotions we feel. My intuition is that we 
do not feel like moving when looking at art—​certainly we do not see people 
swaying and clapping as they look at paintings!

Surprisingly, humans are not the only species to move to music. One hy-
pothesis is that moving to music’s beat is a by-​product of our tendency to 
mimic with our voice: both vocal mimicry and moving to music involve a 
motor response to something we hear. A  fascinating finding is consistent 
with this hypothesis: animals that mimic vocally (like parrots) also move to 
music by bobbing their heads or moving their feet; those who do not mimic 
vocally (like dogs, who certainly hear a lot of music) do not move to music.23

While it is intriguing to compare the kinds of emotional responses to 
different forms of art, this comparison should not be taken as an evalu-
ative comparison. There is no reason to assume that all forms of art will 
have the same effects on us. The greatness of a form of art is not meas-
ured only by the emotions it arouses in us. Artworks also open our eyes 
and our minds.

The arts do something else—​they can transform negative experiences 
into positive ones. This is why we can enjoy reading as tragic a novel as Anna 
Karenina, looking at Goya’s horrifying painting of a firing squad, The Third 
of May 1808, and listening to sad music. It is to this paradoxical finding that 
I next turn.



	 CHAPTER 7	� Drawn to Pain
The Paradoxical Enjoyment of Negative 
Emotion in Art

In the Poetics, Aristotle wrote that “we enjoy contemplating the most 
precise images of things whose actual sight is painful to us, such as the 
forms of the vilest animals and of corpses. The explanation of this . . . is that 
understanding gives great pleasure.”1 French philosopher Charles Batteux 
wrote, “Artists succeed much more easily with unpleasant objects in the arts 
than with pleasant ones.”2 This sentiment rings true. Paintings by Lucien 
Freud depict faces and bodies that are deformed, distorted, often grotesque. 
Picasso’s Head of a Woman, shown in Figure 7.1, presents us with a face we 
would consider grotesque if encountered in real life. The right triptych of 
Hieronymus Bosch’s painting, The Garden of Earthly Delights, displays the 
tortures of hell. Goya’s The Third of May 1808 depicts terrified men about 
to be shot by a firing squad. Despite their negative content, we line up to 
view these works. And this phenomenon is true for the other arts as well. 
People report stronger aesthetic appreciation of sad than of happy poems.3 
In a review of Elizabeth Strout’s collection of stories, Anything Is Possible, a  
The New York Times reviewer wrote, “You read Strout, really, for the same 
reason you listen to a requiem: to experience the beauty in sadness.”4

This is the paradox of the enjoyment of negative emotion in art—​a par-
adox that has been noted for all art forms:  enjoyment of tragedy in film, 
theater, literature, visual art; enjoyment of music that expresses grief. In this 
chapter I ask two questions. First, given that in our actual lives we do our best 
to avoid pain, suffering, and disgust, why are we drawn to works of art with 
negative emotional valence? And second, can we account for the appeal of 
art with negative content with the same kind of explanation across art forms?
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Pictures of the Grotesque

Why do we enjoy looking at visual art depicting murder, suffering, rotting 
meat, or ships in a storm with terrified people on board? Over 2,000 years 
after Aristotle wrote the words quoted at the opening of this chapter, 
psychologists have put this to the test. Their method is to show people 
images with negative content presented either as art or as non-​art. If we be-
lieve it’s art, do we react more positively?

German researchers Valentin Wagner, Winfried Menninghaus, Julian 
Hanich, and Thomas Jacobsen asked participants to look at 60 pictures 
of things most people find disgusting—​for example, rotting food, feces, 
and mold,5 as in Figure 7.2. Those participants in the art condition were told they 
were looking at photos from an exhibition of contemporary photographers at 

Figure 7.1  Sculpture by Pablo Picasso.
Pablo Picasso (1881–​1973) © ARS, New York. Head of a Woman. Boisgeloup, 1931. Right profile. 
Wood, plaster, 128.5 × 54.5 × 62.5 cm. MP301. Photo: Mathieu Rabeau. Musée National Picasso 
© RMN-​Grand Palais/​Art Resource, New York. © 2018 Estate of Pablo Picasso/​Artists Rights 
Society (ARS), New York.
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a famous museum; those in the non-​art condition were told they were looking 
at pictures to be used to teach people about hygiene. Thus, the intended func-
tion of the images but not the images themselves differed for the two groups.

Viewers rated each image for how positive and how negative they felt as 
they looked at them. Then the pictures were shown again and people were 
asked to rate how beautiful each picture was and how disgusting the depicted 
object was.

Aristotle’s observation might lead us to predict that when viewed as 
art, ratings of positive feeling and beauty would be higher, and ratings 

(a)

(b)

Figure 7.2  Close-​up image of worms (a) and horse manure (b) presented to 
participants by Wagner, Menninghaus, Hanich, and Jacobsen (2014), either as works 
of art or as pictures used for hygiene instruction.
a: From deutsch.istockphoto.com/​stock-​photo-​3471110-​worms-​up-​close.php. b: From deutsch.
istockphoto.com/​stock-​photo-​1937853-​horse-​poop-​with-​flies.php.

http://deutsch.istockphoto.com/stock-photo-3471110-worms-up-close.php%22
http://deutsch.istockphoto.com/stock-photo-1937853-horse-poop-with-flies.php%22
http://deutsch.istockphoto.com/stock-photo-1937853-horse-poop-with-flies.php%22


Enjoyment of Negative Emotion in Art  |  91

of negative feeling and disgust lower. But this is not what was found. 
Negative ratings were unaffected: both groups of viewers had equally neg-
ative responses to the images; both found the pictures equally ugly and the 
objects depicted equally disgusting. However, the surprising finding was 
that those who viewed the images as instances of art also reported signifi-
cantly higher positive feeling.

So Aristotle’s delight was there. But this delight existed comfortably 
alongside very negative ratings. The art group experienced a combination of 
both positive and negative emotions. This outcome shows something very 
interesting: experiencing a negative image as art does not lessen the neg-
ative feelings evoked; rather, it just allows a positive emotional reaction to 
occur at the same time. This may be how nitrous oxide (laughing gas) affects 
us—​leaving intact the sensation that we would normally think of as pain but 
removing the aversiveness—​and thus making the pain something to observe 
with detachment, perhaps even with aesthetic interest.6

Other studies reveal that people have less intense emotional reactions 
to photographic images of unpleasant things (like mutilation) when they 
are presented as art rather  than as documents of real scenes (e.g., press 
photographs). Emotional response to the images is measured physiologi-
cally—​by electrical brain activity, brain imaging, heart rate, or by facial mus-
cles involved in frowning and smiling. The consistent finding: people respond 
less intensely (as well as more positively) to images they consider art than to 
ones they consider non-​art.7 Thus, for example, people show more heart rate 
deceleration—​a defensive response to danger detection—​when they believe 
they are looking at unpleasant images taken from real scenes than when they 
believe the images were taken from movies (and hence from fictional scenes).8

Did participants respond less intensely to the images in the art context be-
cause they believed these were fictional? If so, this would not explain why we 
are drawn to paintings by Lucien Freud, which are often portraits (distorted 
and made somewhat grotesque) of actual people. It seems more likely that 
the lowered intensity occurs simply because we are looking at an image that 
we believe is art, whether the object it represents exists in the world (a portrait 
of a known individual) or not (a portrait from the artist’s imagination). When 
these images are experienced as art, we can savor their forms, and savor our 
responses to these forms, however distorted.

Terror at the Movies

The same questions can be asked about terror and suspense at the movies. 
Think of Alfred Hitchcock’s shower scene in Psycho. The scene—​perhaps 
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the most famous horror scene from a movie ever—​is set up to shock and to 
terrify. And it does. Marion Crane, played by the actor Janet Leigh, undresses 
and steps into the shower. She closes the translucent shower curtain and 
begins to soap herself under the stream of water. Suddenly, from inside the 
shower looking out through the translucent curtain, we see what we think 
is a man approaching. Marion has her back turned and is luxuriating in the 
hot shower. After a few seconds of slow approach, the man rips the shower 
curtain open and we see him holding up the knife. At the noise from the cur-
tain opening, Marion turns, sees him, and screams. At this point, terrifying 
screeching music that sounds like screaming begins and we know she is 
being stabbed over and over again. We watch the murderer (whose face we 
never see) go away and Marion falls to the bottom of the tub, the water run-
ning with blood. The camera zeros in on her open, dead eye.

Why is it a lure to publicize this film as one of the most terrifying movies 
ever? Why do we watch this film, knowing we are going to be terrified? 
Perhaps people who seek out horror movies do not actually experience 
intense negative affect during the experience. But it is hard to believe that 
one could watch the shower scene and not feel terror. Another view—​the 
aftermath explanation—​is that people seek out these experiences because 
of the relief felt at the end, which is pleasurable.9 Though Marion Crane 
dies, at least we get to stop watching her being stabbed over and over 
again as she screams and as the music blares. And there is the resolution 
at the end of the movie when Norman Bates (the killer) is seen in the 
holding cell.

Actually, studies support neither of these explanations. Instead, they pro-
vide an answer that is surprisingly consistent with the findings for visual art. 
It’s not that we don’t feel negative emotions as we watch. It’s that positive 
ones come right along with the negative ones.

This dual-​emotion explanation was demonstrated in a series of experiments 
by two professors of marketing and consumer behavior, Eduardo Andrade 
and Joel Cohen.10 These researchers compared the emotional response of 
people who choose to watch horror movies at least once a month and can 
thus be assumed to like them (approachers) and people who choose to watch 
such movies at most once a year, and thus can be assumed to avoid them 
(avoiders). They then showed these participants an intensely frightening 
scene from one of two horror films—​The Exorcist or Salem’s Lot.

The Exorcist is a horror movie that involves the supernatural:  it tells 
the story of the demonic possession of a 12-​year-​old girl who spews out 
green vomit, and whose voice has changed to a terrifying male voice that 
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shouts out violent and obscene commands. Salem’s Lot is the name of a 
town in Maine where something is terribly wrong. People begin to disap-
pear or become suddenly ill. We see a child, Ralphie, transformed into a 
vampire, with glowing face and sharp teeth. We see him bite his brother 
Danny, who dies. At the funeral, we see another character, Mike, open the 
coffin. We see Danny’s body with eyes open and face glowing rise up to 
bite Mike. And the movie does not end with the defeat of the vampires. 
They remain.

Before and after watching a ten minute clip from one of these two movies, 
participants filled out an emotion scale measuring positive and negative af-
fect. After watching the clip, approachers and avoiders both showed a similar 
increase in negative emotion. Thus, we can rule out both the possibility that 
people who like horror movies like them because they don’t feel much nega-
tive affect when watching them, and that they like them because of a reduc-
tion of negative affect at the end.

It was the next finding that was telling: only the approachers showed an 
increase in positive emotion after the viewing. In fact, the graphs show that 
at the end of the viewing, for the approachers, positive affect was higher 
than negative. But for the avoiders, negative affect was higher than positive. 
Approachers were also shown to be lower in empathy and higher in aggres-
siveness and sensation seeking than avoiders.11

In short, horror movie approachers felt both negative and positive affect 
after watching. Negative and positive emotions were coactivated. “It may 
seem masochistic, but the more scared I feel watching a horror movie, the 
more I enjoy it!” said one participant. Clearly, fear and enjoyment can exist 
together. The increase in positive affect that the horror movie likers felt did 
not come at the expense of negative affect. Those who liked horror movies 
showed a positive correlation between happiness and fear; those who avoided 
them showed a negative correlation.

In another experiment, these same researchers tried to measure the cor-
relation between fear and happiness directly. As participants watched one of 
these terrifying clips, they were asked to move a mouse along a grid contin-
uously, with afraid, scared, alarmed on the x-​axis and happy, joyful, and glad 
on the y-​axis. Each axis had a five-​point scale from “not at all” to “extremely.” 
Feelings were recorded every three seconds.

One might expect that happiness and fear would be negatively 
correlated: when people saw the glowing vampire face of the once-​innocent 
child, they should have felt fear, not happiness. But this is not what all 
participants showed. For the avoiders, there was a negative correlation 
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between fear and happiness. For the approachers, there was a positive corre-
lation: the more scared they felt, the happier they felt.

The aftermath model would predict that the approachers would feel 
greater relief at the end—​and this pleasure could then explain why they seek 
out such movies. But, in fact, it was the avoiders who reported more relief 
at the end.

Does this coactivation of fear and pleasure occur because viewers know 
they are in a make-​believe world in which they themselves are safe? Is it 
because they know that this movie is fictional and that vampires do not 
exist? And can reminding avoiders that they are in a make-​believe world 
cause them to show the same coactivation of fear and pleasure that the 
approachers show?

That question was addressed in yet another experiment, by Andrade and 
Cohen.12 The reminder of make-​believe was accomplished by providing 
biographies of the actors before the viewing and by putting normal-​looking 
pictures of the two main actors next to the screen; this way participants would 
be continually aware that what they were watching was enacted, not real.

Now the two kinds of individuals responded identically:  like the 
approachers, the avoiders showed an increase in positive affect at the end 
of the movie, indeed, just as high as that reported by the approachers. In 
addition, both groups now showed the same positive correlation between 
fear-​related and happiness-​related feelings.

These studies help us understand why people seek out experiences in 
fictional worlds that cause terror. According to the lower-​intensity explana-
tion, people seek out such aversive experiences because they do not actually 
experience much negative affect during the experience. Not so. Approachers 
reported levels of negative affect equivalent to those reported by avoiders. 
According to the aftermath model, people seek out these experiences be-
cause of the pleasure from the relief at the end. Not so. Approachers experi-
enced an increase in negative affect after the film, in addition to an increase 
in positive affect. The fact that they did not experience a reduction in nega-
tive affect speaks against the aftermath model.

Instead, what these studies show is that for approachers, positive and 
negative affect were experienced as co-​occurring during this experience: the 
more fear they felt, the more positive they felt. They enjoyed the negative af-
fect. This phenomenon is consistent with what we find with the visual arts—​
people feel both negative and positive responses at the same time, but only 
when they believe they are viewing images that are art rather than reality.

Most telling is the finding that even avoiders experience this co-​occurrence 
of positive and negative affect when they are continually reminded that they 
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are in a fictional world. The make-​believe art frame provides psychological 
detachment, or distance, so that we can enjoy the experience of what we 
would avoid at all costs in our actual non-​fictional lives.

Tragedy at the Movies

What about witnessing tragedy at the movies? Clearly we are drawn to 
very sad films. Ads for movies (as well as plays and novels) lure the public 
by describing the film as intensely moving. Spoiler alert:  I recently saw 
Manchester by the Sea, a 2016 film where we witness a house burn down, 
knowing that three beautiful young children are inside and cannot be saved. 
The parents, Lee and Randi, watch from outside, helplessly. The fire was 
accidentally caused by Lee, the father, and Randi blames him. Randi and 
Lee divorce. Lee cannot recover, and even when he is given a second chance 
at parenthood when his brother dies, leaving him custody of his teenage 
son Patrick, Lee cannot take on this new role. The movie has no positive 
ending: Lee arranges for Patrick to be adopted by family friends, and instead 
of becoming Patrick’s father, he offers to have Patrick visit him in Boston 
whenever he would like. This movie is immensely popular, but people must 
leave the movie theater heavy-​hearted, as I did, and not uplifted one bit. Why 
do we subject ourselves to this emotional rollercoaster?

In the eighteenth century, philosopher David Hume suspected that we 
enjoy sadness in art because it moves us, and we like feeling moved. Of 
spectators at a tragedy, he writes, “The more they are touched and affected, 
the more are they delighted with the spectacle. . . . The heart likes naturally 
to be moved and affected.”13

A study tested Hume’s claim. Does sadness in art move us, and is the 
feeling of being moved pleasurable? Menninghaus and his colleagues 
selected 38 movies that contained a scene in which a character is confronted 
with the death of someone deeply loved.14 In Mystic River, a father learns that 
his 19-​year-​old daughter Katie has been murdered. Oliver, the young husband 
in Love Story, embraces his wife Jenny as she dies of leukemia. Theresa, the 
female lead in Message in a Bottle, learns that her estranged lover Garrett has 
died at sea. There was a bottle inside his wrecked boat containing a message 
espousing Garrett’s love for her. These are movies designed to make you cry 
or at least to feel like crying. But they are not unvaryingly sad. Rather, they 
have a positive quality as well, such as love or courage in the face of tragedy.

Brief one-​ to two-​minute clips were made of each death news scene 
and participants watched these clips in an actual movie theater (over two 
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sessions). After each clip, viewers rated both how sad and how moved they 
felt. The concept of feeling moved was not defined, but people seem to know 
what this feels like—​the key ingredients being a balance of both joy and 
sadness, with low degrees of arousal.15 Enjoyment of the experience was also 
measured by asking people to indicate on the same kind of scale how much 
they would like to see the entire film based on the short clip they saw.

The results were striking. The sadder people felt, the more they wanted to 
see the entire movie. And this correlation was almost completely explained 
by the feeling of being moved. When the feeling of being moved was statis-
tically subtracted from the equation, the correlation between sadness and 
enjoyment disappeared. Thus, we like sadness in fiction because sadness 
intensifies the feeling of being moved, and being moved feels good. In a 
follow-​up study, sad and happy films were compared.16 It was only during sad 
films that participants’ pleasure resulted from the feeling of being moved. 
When watching the joyful films, pleasure was directly predicted by feeling 
joy. Thus, the pleasure we feel from watching grief-​filled scenes is really the 
pleasure from feeling moved; the pleasure we feel from joyful narratives is 
simply the pleasure of happiness.

We would not feel so moved if the tragedy on screen happened to us 
in real life. The key is that we know it’s fiction, not reality. Knowing this 
diminishes the pain, creates psychic distance, and allows disinterested con-
templation. Whether this same kind of distance would occur when watching 
suffering in a film we knew to be a non-​fictional documentary of true events 
is not known. Perhaps the results would be somewhere in between the pain 
of real life and the diminished pain from fiction.

Grief in Music

In 2013, the British Broadcasting Company asked people to nominate the 
saddest music they knew. They received 400 nominations. The top five were 
Henry Purcell’s Dido and Aeneas, Samuel Barber’s Adagio for Strings, the 
fourth movement of Gustav Mahler’s Symphony No. 5 (Adagietto), Gloomy 
Sunday sung by Billie Holiday, and Richard Strauss’s Metamorphosen. If you 
doubt that these are sad, try listening to them, and if you enjoy them, ask 
yourself why.

People report profound and beautiful aesthetic experiences when lis-
tening to sad music.17 In Chapters 4 and 5, I provided evidence that when 
we perceive music as sad we actually experience sadness. To be sure, some 
philosophers like Peter Kivy disagree. “The most unpleasant emotions 
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imaginable are perceived in music; and if that meant our feeling these 
emotions, it would be utterly inexplicable why anyone would willfully submit 
himself to the music,” he wrote.18 But philosopher Jerrold Levinson takes 
issue with this, arguing that while we do not feel full-​fledged sadness from 
sad music, “something very much like the arousal of negative emotions is ac-
complished by some music, and so there is indeed something to explain in 
our avidity for such experience.”19 Further evidence that we actually experi-
ence sadness is that listening to sad (but not happy) music activates areas of 
the brain known to be activated by looking at sad faces.20

But even though brain imaging suggests that people are feeling sad 
from sad music, if we listen to what they say about how they feel when lis-
tening to sad music, we get a more nuanced picture. Music researchers Liila 
Taruffi and Stephan Koelsch conducted a survey of over 700 people (both 
Eastern and Western participants, and including both musicians and non-​
musicians); their findings will show you why you may have not wanted to 
turn off the pieces nominated as the top five saddest of all time.21 The most 
commonly reported emotion felt from sad music was nostalgia, not sad-
ness. Given that people rated memory as the strongest reason for feeling sad 
from music, we can conclude that the nostalgia comes from the evocation 
of sad memories. Many positive emotions were also reported: peacefulness, 
tenderness, wonder, transcendence, and these reports are consistent with a 
number of other studies on this question.

It is thus misleading to infer that music expressing sadness evokes sad-
ness as the primary emotion. The finding that sad music evokes positive 
emotion in addition to sorrow has now been replicated in many studies. It 
has also been shown that sad music can make us feel calmer—​as if there is 
some kind of a cathartic effect.22

The fact that sad music evokes positive emotions lessens the paradox of 
enjoying sad music. But of course, sad music does evoke sadness in addi-
tion to positive emotions. The question then becomes, why do we like to do 
something that evokes sad feelings even if this activity also evokes positive 
ones? Why not just go for the joyful music? To get at this question, Taruffi 
and Koelsch also asked people to respond to a checklist of possible reasons 
for liking sad music. The results were revealing. Many participants agreed 
with this statement: “I can enjoy the pure feeing of sadness in a balanced 
fashion, neither too violent, nor as intense as in real-​life.” They also agreed 
with this one: “By contemplating this feeling in the music, I can get a better 
understanding of my own feelings, without negative life consequences.”

How does this connect to why we enjoy sad films (or other forms of narra-
tive art)? I argued that people are moved by and enjoy sadness in the narrative 
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arts such as film because they know it’s art, not reality. Knowing the events 
are not really happening to you mutes the sorrow. In music it seems some-
thing similar is happening. People enjoy the feeling of sadness from music 
because they feel it is not as negative and intense and violent as sadness 
in their actual lives. Participants in Taruffi and Koelsch’s survey said that 
one of the rewards of listening to sad music was the fact that there were no 
real-​life implications to the sadness. This statement is consistent with what 
philosophers have noted. Philosopher John Hospers put it crisply: “Sadness 
in music is depersonalised; it is taken out, or abstracted from, the particular 
personal situation in which we ordinarily feel it, such as the death of a loved 
one or the shattering of one’s hopes. In music we get what is sometimes 
called the “essence” of sadness without all the accompanying accidents, or 
causal conditions which usually bring it into being.”23

In Sum: The More Negative the Content, the More We 
Are Moved

Negative emotions from art are not the exception but the rule. Psychologist 
Menninghaus and colleagues have posited that compared to positive 
emotions induced by art, negative emotions result in our paying more at-
tention, feeling more emotionally engaged, and coming away with a more 
strongly encoded memory of the experience.24 Experiencing painful emotions 
likely also motivates us to construct meaning—​as a way of giving the painful 
experience a positive role.

Another important conclusion is that art that conveys painful or dis-
gusting content does not induce negative emotions only. The visual-​arts, 
film, and music studies converge on this takeaway message: we experience 
positive emotions alongside negative ones when we immerse ourselves in 
art with negative content. This is puzzling, and we must ask how it is that 
positive emotions can be experienced when we look at ugly or disgusting 
pictures, watch terrifying or sad films, or listen to sad music.

The visual-​arts studies tell us that it is something about the art frame—​
believing that an image was created as art changes our reactions. And what 
is art but a form of make-​believe virtual reality? We can experience posi-
tive reactions because we know that the depicted world we are responding 
to is not reality—​it is not something we must confront and act upon. This 
has a “distancing” effect, allowing the kind of disinterested contemplation 
that Kant wrote about. This concept was discussed in the early twentieth 
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century by aesthetician Edward Bullough.25 Psychologist Paul Rozin and his 
colleagues refer to this as “benign masochism” in a safe context.26

The horror-​film studies tell us the same story. When we remind viewers 
that they are entering a make-​believe, fictional world (by posting pictures 
of the actors out of role next to the movie screen), positive emotions are el-
evated. The tragic-​film studies tell us that our positive emotions are due to 
the feeling of being moved. While we may be moved by tragedy in a make-​
believe world, when tragedy strikes us personally our strongest emotion is 
more likely to be grief than being moved. And the music studies tell us that 
one of the main reasons people say they experience positive emotions from 
very sad music is that they know this is not sadness being experienced in 
real life.

All of this is consistent with a leading emotion theory called appraisal 
theory: how we interpret a situation affects how we respond. The fact that we 
know we have entered virtual reality is at the heart of the matter. We know 
that we do not have to react in any actual way to a negative situation.

Key to why we seek negative emotions in art, yet avoid them in life, is that 
art provides a safe space to experience these emotions and to turn inward 
to savor them—​safe because we know it is art, not reality. This knowledge 
allows us to observe the art and our negative reactions with a kind of disin-
terestedness, to use the words of Kant.27

Art with negative content invites us to introspect about our nega-
tive emotions, and to imagine how these responses are shared by others 
responding to the same work of art. While it’s appropriate to focus on 
how moved and empathetic and horrified we feel looking at a tragedy on 
stage, responding this way when witnessing an actual tragedy would be 
inappropriate—​indeed, narcissistic.

The explanation for our attraction to negative themes in art applies across 
art forms. Knowing that it’s art and not reality makes all the difference. Is 
this effect specific to the arts? Certainly there is evidence outside of the 
arts that our beliefs affect our perceptual experiences. Just as believing that 
an image was intended as art makes us respond more positively, believing 
that a smell is from cheddar cheese (rather than body odor) makes us re-
spond more positively—​and these labels actually affect brain activation 
differentially.28 Similarly, beer tasters told that beer had balsamic vinegar 
in it rate the taste lower than those who taste the same beer without that 
information.29

But the arts tell a more complicated story. First of all, when we respond 
to visual art, narrative art, or music with negative emotional content, we 
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experience a combination of negative and positive emotions. The beer and 
cheese studies just show people experiencing more positive responses. It 
is that combination of positive and negative, and their fascinating inverse 
correlation—​the more negative the content, the more positive and moved 
people feel—​that is special to the arts.



	 PART III	� Art and Judgment

Part II of this book took up the puzzle of emotion and 
art. We often describe works of art as sad or happy. Of 
course, non-​sentient objects like music and visual art 
cannot really have emotions. So the question becomes 
whether human artifacts like pieces of music or 
paintings somehow reflect our emotional lives. Clearly 
they must, if only in a metaphorical sense, since both 
music and visual art convey emotions. And these can 
be detected (with consensus) by people from different 
cultures and by young children. One of the primary 
ways that music shows emotions is by exploiting the 
emotional cues we all recognize in speech prosody—​
things like speed, loudness, and pitch. Because many 
speech prosodic cues to emotion are universal, we can 
now understand why it is that we readily perceive the 
emotions expressed in culturally unfamiliar music. 
And one of the primary ways that visual art shows 
emotion is by tapping into our unlearned, natural ten-
dency to perceive connotational meanings of simple 
visual forms, whether these are part of works of art or 
just cracks in a sidewalk.

Both music and visual art also evoke emotion in the 
listener and viewer. While some people report pow-
erful emotional reactions to visual art, including art 
that is entirely non-​representational, strong emotional 
reactions are more commonly reported from music. 
I suggested that this is likely due to the fact that music 
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takes place over time and envelops us—​so we cannot 
just pass by like we so often do in an art museum, and 
to the fact that music makes us feel like moving.

The final chapter in Part II considered why it is that 
we are drawn to painful emotions in art—​whether 
this be sad music, paintings representing tragic or 
horrifying events, or terrifying movies. I  concluded 
that we can best explain this phenomenon through the 
concept of aesthetic distance, which softens the inten-
sity of our reactions and, because we do not have to 
do something (like fight or flee) to resolve the painful 
emotions, we have the opportunity to savor them and 
learn from them. As Aristotle said, understanding 
gives great pleasure.

In Part III I  move from the heart to the head—​
turning away from emotional response to the question 
of how we evaluate art, deciding what we like and think 
is good, and what we do not like and think is of lesser 
quality. Part III uses studies examining visual arts to 
address these issues. Do we consider that our aes-
thetic evaluations rest on anything objective, or do we 
view them simply as matters of opinion that cannot be 
explained? Given how fiercely we argue about what we 
like and don’t like, we might expect people to believe in 
the objectivity of their evaluations. But do they? When 
we look at a work of art, do we base our judgments 
only on the perceptual properties of the works, or does 
the factor of familiarity bias us toward liking a work—​
even when we do not consciously remember having 
seen the work before? Does what we believe about the 
artist’s process affect our judgment—​like how much 
effort was put into the making of the work, how inten-
tional (as opposed to random) we perceive the work to 
be, and whether the work was originated by the artist 
or copied? The questions about the head are as puz-
zling as those about the heart.



	 CHAPTER 8	� Is It Good? Or Just Familiar?

The chief music critic for The New York Times, Anthony Tommasini, tried 
to defend against classical music elitism when he wrote, “ ‘Eleanor Rigby,’ I’d 
argue, is just as profound as Mahler’s “Resurrection” Symphony.1 This com-
ment resulted in numerous letters of outrage several days later. His com-
ment and the responses are attempts to confront what it means to value 
a work of art. If we prefer Rembrandt to Thomas Kinkade, a mass-​market 
popular artist derided by art critics as sentimental, do we actually appreciate 
Rembrandt more, or are we just being snobs? Are paintings by abstract ex-
pressionist artist Mark Rothko great, or just decorative? Is Pablo Picasso the 
greatest painter since Vermeer, or not? Is country music star Johnny Cash as 
good as Mozart? Is Frank Gehry a great architect, or just a zany one?

Snobbery is particularly rampant in the art world, as well as in other 
domains where first-​person judgments are key (e.g., wine tasting, designer 
fashion brands). Assuming we really appreciate that which we say we like, we 
still have to confront another big question: are aesthetic judgments simply 
matters of personal taste, or do they have truth value, in which case they are 
either right or wrong irrespective of a particular judge’s assessment. Unlike 
the veridicality of mathematical proofs, aesthetic judgments are reports of 
first-​hand experience, and thus the question of whether they have truth value 
gets complicated.2

Art experts and novices alike behave as if they believe that judgments 
of aesthetic value are objective. Museum curators and art critics can offer 
plenty of reasons why one work is better than another. When we argue with 
someone who dislikes a work that we think is great, we try to explain why 
we’re right. And we feel disappointed and puzzled when someone we feel 
close to hates what we love. This behavior suggests that we believe that there 
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are universal standards of aesthetic taste. This is very unlike how we talk 
about food: when someone says she hates olives, the olive lovers among us 
do not try to justify why olives are good. We just assume the other person has 
different taste sensitivity. When we insist Shakespeare is greater than Agatha 
Christie, are we saying anything more than olives are good? Are we deluding 
ourselves if we think that our aesthetic judgments are anything more than 
subjective opinions?

The philosopher David Hume wrestled with the objectivist and subjec-
tivist view. Here he describes how we often dismiss the subjectivist view:

Whoever would assert an equality of genius and elegance between Ogilby 
and Milton, or Bunyan and Addison, would be thought to defend no less 
an extravagance, than if he had maintained a mole-​hill to be as high as 
Teneriffe, or a pond as extensive as the ocean. Though there may be found 
persons, who give the preference to the former authors; no one pays atten-
tion to such a taste; and we pronounce, without scruple, the sentiment of 
these pretended critics to be absurd and ridiculous. The principle of the nat-
ural equality of tastes is then totally forgot, and while we admit it on some 
occasions, where the objects seem near an equality, it appears an extravagant 
paradox, or rather a palpable absurdity, where objects so disproportioned are 
compared together.3

Literary critic Helen Vendler explicitly defends the objectivist position:

Why was Milton’s “L’Allegro” more satisfactory than his “On the Death of a Fair 
Infant Dying of a Cough?” I believed, and still do, that anyone literate in poetry 
could see that the one was superior to the other. (Those who suppose there are 
no criteria for such judgments merely expose their own incapacity.)

But she goes on to say how difficult it is to demonstrate this:

Still, to clarify to oneself and then to others, in a reasonable and explicit way, 
the imaginative novelty of a poem and to give evidence of its technical skill isn’t 
an easy task. I’ve been brought to mute frustration by it when I know intuitively 
that something is present in the poem that I haven’t yet been able to isolate or 
name or describe or solve. In chapter 12 of Lord Jim, Joseph Conrad remarks 
on that “mysterious, almost miraculous power of producing striking effects 
by means impossible of detection which is the last word of the highest art.”4

What Vendler says about aesthetic judgments is similar to what philosopher 
Bertrand Russell said about moral judgments: “I cannot see how to refute 
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the arguments for the subjectivity of ethical values, but I feel myself inca-
pable of believing that all that is wrong with wanton cruelty is that I don’t 
like it.”5

Hume suggested that a criterion for the objective greatness of a  work 
of art is its having stood the test of time: “The same Homer who pleased 
at Athens or Rome two thousand years ago, is still admired at Paris and at 
London. All the changes of climate, religion, and language, have not been 
able to obscure his glory.”6 He went on to say that contrary to what one might 
think, scientific beliefs are more likely to be overthrown than are our beliefs 
about greatness in the arts. “Nothing has been experienced more liable to 
the revolutions of chance and fashion than these pretended decisions of sci-
ence. The case is not the same with the beauties of eloquence and poetry. Just 
expressions of passion and nature are sure, after a little time, to gain public 
applause, which they maintain forever.”7

The view that aesthetic judgments can be right or wrong is an objectivist 
view: aesthetic properties inhere in works of art in some objective way. If 
you eavesdrop on people disagreeing about a movie, a painting, or a musical 
performance, it certainly appears as if they think they are arguing about ob-
jective characteristics of the work. These arguments can be vehement, with 
each person trying to persuade the other of his or her point of view. We argue 
passionately as if we believe that there is a correct answer, and it is ours.

Hume’s contemporary, Kant, believed that most people behave as if they 
were objectivists:

. . . if [someone] pronounces that something is beautiful, then he expects the 
very same satisfaction of others: he judges not merely for himself, but for eve-
ryone, and speaks of beauty as if it were a property of things. Hence he says that 
the thing is beautiful, and does not count on the agreement of others . . . but 
rather demands it from them. He rebukes them if they judge otherwise . . . and 
to this extent one cannot say, “Everyone has his special taste.” This would be as 
much as to say that there is no taste at all, i.e., no aesthetic judgment that could 
make a rightful claim to the assent of everyone.8

The alternative to aesthetic objectivism is the view that aesthetic judgments 
are purely subjective. What is good for you can be bad for me. We don’t argue 
about whether vanilla ice cream is better than chocolate. We just accept that 
I  may like vanilla and you may like chocolate and thus we have different 
tastes. For the subjectivist, aesthetic judgments are no different.

The world-​renowned art connoisseur Kenneth Clark seems to have grown 
into a subjectivist position. In his 1974 autobiography he wrote the following:
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At the age of nine or ten I said with perfect confidence “this is a good picture, 
that is a bad one.”. . . This almost insane self-​confidence lasted till a few years 
ago, and the odd thing is how many people have accepted my judgements. My 
whole life might be described as a long, harmless confidence trick.9

Psychologists Weigh In

We see that philosophers and art experts disagree about the extent 
to which aesthetic judgments are objectively verifiable. What about 
non-​philosophers? Two philosophers who were also psychological 
experimenters—​Florian Cova and Nicholas Pain—​addressed this issue in 
an experiment.10 Their question was a psychological one, not a philosoph-
ical one:  not are aesthetic judgments objective, but do ordinary people 
believe they are objective. They created short vignettes about two people 
(said to be friends but from different cultures) disagreeing about whether 
or not something was beautiful. There were three vignettes about works of 
art (Leonardo da Vinci’s Mona Lisa, Beethoven’s Für Elise, and the “castle 
of the Loire”—​note this study was conducted in France), three about nat-
ural objects (a nightingale’s song, a snow crystal, Niagara Falls), and three 
about photos of people (a man, a woman, and a baby). They also threw in 
three factual statements (e.g., that Proust was the author of In Search of 
Lost Time) and three fairly indisputably subjective statements (e.g., that 
Brussels sprouts are good). Here is one of their vignettes in which two 
people disagree about the beauty of something in nature:

Agathe and Ulrich are on holiday in the country. While having a walk in the 
field, they hear a nightingale singing. Agathe says: “What beautiful singing!” 
But Ulrich answers: “No. It’s definitely not beautiful.”

They asked 30 students (non-​philosophers) to say which of the following 
statements they agree with:

	 1.	 One of them is right and the other is not.
	 2.	 Both are right.
	 3.	 Both are wrong.
	 4.	 Neither is right or wrong. It makes no sense to speak in terms of cor-

rectness in this situation. Everyone is entitled to his own opinion.

Those who endorse #1 are objectivists. Those who endorse any of the others 
are subjectivists.
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The question was whether people respond to the aesthetic 
disagreements as they do to the factual ones (such as the one about 
Proust), or whether they respond as they do to the subjective ones (such 
as the one about Brussels sprouts). The results were striking. Students 
were clearly objectivists about factual disagreements—​they believed there 
was a right answer—​and they were clearly subjectivists about all of the 
other kinds of disagreements—​they believed there was no right answer. 
Thus, disagreements about the beauty of a work of art (or nature, or a 
person’s looks) were responded to no differently from disagreements of 
the Brussels sprouts variety. Their beliefs accorded with the Latin expres-
sion, likely of medieval origin, “De gustibus non est disputandum”: about 
matters of taste there is no disputing.

Perhaps people responded as subjectivists in this study because these 
vignettes did not involve their own views but just those of hypothetical others. 
But when the researchers repeated the study asking people to imagine that 
their own aesthetic judgments were being challenged, they readily admitted 
that there was no right and wrong even about their own aesthetic judgments.

What if the study had used comparative judgments, like the comparison 
between Milton and Ogilby mentioned by Hume? This is what psychologists 
Geoffrey Goodwin and John Darley did when they used comparative 
statements about art as controls in a study about ethics.11 They presented 
people with statements such as Shakespeare was a better writer than is Dan 
Brown, Miles Davis was a better musician than is Britney Spears, Schindler’s 
List is a better film than Police Academy, or classical music is better than rock 
music, and asked people to say if the statement was true, false, or just an 
opinion or an attitude. Again, almost all people were subjectivists, choosing 
the third possibility—​even for the statement I want to insist has to be cor-
rect(!)—​ranking Shakespeare above Dan Brown, the author of the best seller, 
The Da Vinci Code. A striking 84% said that this ranking was just a matter 
of opinion or an attitude. In studies like this, people rate factual statements 
as the most objectively verifiable, and evaluative statements about specific 
works of art and kinds of food as least verifiable, with evaluative statements 
about moral violations somewhere in between.12

In the Arts and Mind Lab, we carried out a series of studies to see whether 
we could get people to rate aesthetic judgments as objective.13 We thought 
perhaps we could if we asked them to evaluate comparisons between “widely 
acclaimed” paintings from several centuries ago and relatively unknown 
recent paintings. Here is what people heard, and note that these painters 
were entirely fictitious, and these statements were presented without 
accompanying images:
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Consider two paintings: Carramonde’s widely acclaimed Twelve Windows (1793) 
and DeMantis’ relatively unknown City Wall (1991). To what extent does the fol-
lowing statement express a matter of taste or a matter of fact?

“Carramonde’s Twelve Windows is a better painting than DeMantis’ 
City Wall.”

We wondered whether manipulating the age and acclaim of the paintings 
would trick people into rating aesthetic comparisons as more objective.

The comparative statement here is phrased in the “normative” order—​
with the one people might think is better (because it has been widely 
acclaimed for centuries) presented before the one people might think is 
worse (because it is unknown and recent). We also presented the compar-
ison in the “non-​normative” order:

“DeMantis’ City Wall is a better painting than Carramonde’s Twelve Windows.”

From other research, we know that people rate evaluative statements they 
agree with as more objective than those they disagree with.14 We thought 
people might be more likely to agree with a statement saying that a widely 
acclaimed painting that had stood the test of time was better than a new 
and unknown one than a statement in the reverse order. So we manipulated 
order of comparison to test for this kind of order effect. Maybe in this case 
we could up their objectivity ratings.

As control items, we also presented people with comparative statements 
about facts (Jupiter is larger than Mercury), morals (robbing a bank to pay 
for a life-​saving operation is a better action than robbing a bank to pay for 
drugs), and taste (butter pecan pie is a better food than ice cream with 
ketchup).

We found, again, that aesthetic judgments were ranked low in objec-
tivity along with taste and moral judgments (though moral judgments were 
rated reliably higher than aesthetic ones) as shown in the graph in Figure 
8.1. And aesthetic judgments were the only ones that remained immune to 
presenting the comparison in the non-​normative order. Thus people could 
be tricked into rating the statement “Butter pecan pie is better than ice cream 
with ketchup” as more objective than “Ice cream with ketchup is better than 
butter pecan pie,” but a statement that an old and revered painting was better 
than a new and unknown one was seen as no more objectively verifiable than 
this statement in the reverse order.

Some philosophers argue that aesthetic evaluations differ from other 
kinds of judgments because they must be made in the presence of the work 
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of art and not in the abstract (the so-​called acquaintance principle).15 That 
is, we cannot know whether a painting is beautiful unless we can look at the 
painting, whereas the knowledge that a planet is large or an action is im-
moral can be achieved by means of inference or reliable testimony. If allowed 
to look at two paintings, particularly ones they feel are very different in aes-
thetic value, people may feel that they can “just see” that  one painting is 
better than the other one. Under this kind of condition they might just admit 
to objectivism.

So in one last attempt to elicit a belief in the truth value of aesthetic 
judgments, we showed people two paintings, one that they had personally 
rated on a prior task as highly liked and one as highly disliked. In the pres-
ence of these two images, they then rated the objectivity of a statement that 
one painting was better than the other (with order of paintings varied). But 
still, no evidence for a belief in the truth value of aesthetic judgments.

Might the insistence on there being no objective truth to aesthetic 
judgments be a contemporary Western view, one shaped by postmod-
ernism and the liberal view that we should not impose our values on others? 
Contemporary, perhaps. But when a similar study was carried out in China 
(as well as in Poland and Ecuador), aesthetic judgments were still rated 
as subjective.16 Might these findings be a product of political correctness 
and education, with those with less education more likely to be aesthetic 

1

2

3

4

5

6

7

Taste Aesthetic Moral Fact

Objectivity ratings by item type

Figure 8.1  Graph showing judgments about taste (food, colors), art, and morality 
rated as equally subjective and as significantly more subjective than judgments 
about matters of fact.
Research by Rabb, Hann, & Winner (2017).
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objectivists? There is evidence against this: our studies were carried out on-
line with a sample of adults varying widely in level of education, and there 
was no correlation between education levels and ratings of the objectivity of 
aesthetic judgments.17

These studies of “folk aesthetics” leave us with a puzzle. If we are really 
subjectivists at heart, then why do we argue so fiercely with those who dis-
agree with us about works of art? Why do we want to change their minds? 
Perhaps it is because we view aesthetic taste as part of our identity (far more 
so that our gustatory taste), and we feel impelled to try to convince others 
of what is so important to us. An attack on an artist or a work of art that we 
love feels like an attack on our self. Another possibility is that people are 
confused: when asked explicitly, they endorse subjectivism. But deep down 
(perhaps unconsciously), they cling to objectivism.

We do not know anything about how art connoisseurs would respond 
to the questions posed in these studies. I suspect that they would be more 
explicitly objectivist than the person on the street. After all, they have spent 
their lives doing scholarship on art and thus are likely to believe that they 
can see quality. And I would bet that those museum board members debating 
which artworks the museum should acquire or sell off believe that they are 
not just expressing a subjective taste, but are arguing for some kind of ob-
jective quality. Most likely art historians and art museum curators believe 
that the artistic canon—​the works we house in our major museums and 
in our art history textbooks—​has been formed and maintained by objective 
judgments of aesthetic quality.

The Search for Consensus

Whether people believe aesthetic judgments are objective or subjective 
does not tell us whether there is in fact some objective verifiability to these 
judgments. Maybe people just do not know that there is! What if we can 
show that ordinary people shown works of art they have never seen before 
and never heard of agree on which ones are the better ones? Suppose that 
people everywhere reach consensus when they cannot fall back on what they 
have learned that they are supposed to think. If we could show that there is a 
universal aesthetic sense leading us all to agree on some aesthetic judgments, 
I would count this as evidence that some aesthetic judgments have truth value.

British psychologist Hans Eysenck developed the Visual Aesthetic 
Sensitivity Test and provided evidence that he felt showed universals in aes-
thetic evaluation.18 His test, created by German artist, K.O. Götz, consisted 
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of 42 pairs of non-​representational forms. The pair members were identical 
except that one member had been altered by the artist in a way that eight 
other artists agreed made it inferior in design. Figure 8.2 shows three pairs, 
with the left member of each pair judged superior by those who created the 
test. Participants were not asked which member of each pair they liked best, 
or found most beautiful or most moving. Instead they were asked to select 
the design they felt was more harmonious. They were told, “Look carefully at 
the two designs, and you will see that the less harmonious design contains 
errors and faults.”

This test was given to children and adults in England and Japan, and 
Eysenck reported minimal cultural disagreement.19 This led Eysenck to con-
clude that there must be a single innate aesthetic ability (good taste) with 

Figure 8.2  Figures from Hans J. Eysenck’s Visual Aesthetic Sensitivity Test. The 
left member of each pair was judged superior by the test creators.
From Eysenck, H. J. (1983). A new measure of “good taste” in visual art. Leonardo, 16(3), 
229–​231. © 1983 by the International Society for the Arts, Sciences and Technology ISAST. 
Reprinted by permission of MIT Press Journals.
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large-​scale agreement across age and culture, across personality and gender, 
and across people with different personality profiles.

Doesn’t this finding conflict with the study by Vessel, Starr, and Rubin,20 
described in Chapter 5, showing strong disagreement among individuals in 
selecting the painting they preferred and felt most moving? Actually, not at 
all. Eysenck’s test asks people to find the more harmonious design, not the 
one they like most. Alas, all that we can conclude from the Visual Aesthetic 
Sensitivity Test is that we have a shared ability to detect irregularity in forms. 
We certainly cannot conclude, from the finding that people agree on which 
forms are more regular, that aesthetic judgments have an objective basis. To 
do so would be to confuse perceptual discrimination with evaluative judg-
ment: the fact that one pattern is more regular than another does not indi-
cate that it is better than the other.

Once we start asking for preferences, individual differences loom large, 
as the Vessel study showed. And one very important factor in shaping 
preferences in the visual arts (and likely in all of the arts) is expertise. The 
most extensive research showing the importance of knowledge about the arts 
in shaping what we consider good was conducted by Irvin Child at Yale in the 
middle of the twentieth century.21 He showed people pairs of reproductions 
of superficially similar paintings or drawings with one member of each pair 
considered higher in aesthetic merit by 12 specialists. For example, Hans 
Holbein’s portrait of a lady of the Cromwell family was paired with Hans 
Krell’s portrait of Queen Mary of Hungary, as shown in Figure 8.3. The two 
paintings were both sixteenth-​century German paintings, and both portraits 
of a seated woman with a hat, shown in three-​quarter view. But the 12 
specialists viewed the Holbein as the better work.

When this test was given to people who said they were familiar with art, 
there was strong agreement that the ones the test designers thought was 
better was indeed better. And these art “connoisseurs” came from many dif-
ferent cultures:  the United States, Fiji, Japan, Pakistan, and Greece.22 But 
when the test was given to individuals with no art expertise, they often chose 
the “wrong” painting. We can conclude that what people believe is good in 
visual art is shaped by expertise in the domain of visual art.

If art experts across cultures agree that Holbein is better than Krell, this 
really does not show that their aesthetic judgments have truth value. After all, 
Holbein is famous, Krell is not, and fame is likely to influence judgments. 
Only if we can show that art experts across cultures agree on the comparative 
aesthetic merit of works they have never seen before and never heard of can 
we conclude there is consensus independent of cultural learning. This kind 
of study has not been done.



(a)

(b)

Figure 8.3  People familiar with art preferred the painting by Hans Holbein (a) to 
the painting by Hans Krell (b) in Child’s (1962) study of aesthetic taste.
a: Hans Holbein the Younger (German, 1497/​98–​1543), Portrait of a Lady, Probably a Member 
of the Cromwell Family, ca. 1535–​40, oil on wood panel, 28 3/​8 × 19 Yi in. (72 × 49.5 cm), 
Toledo Museum of Art (Toledo, Ohio), Gift of Edward Drummond Libbey, 1926.57. Photo 
Credit: Photography Incorporated, Toledo. b: Hans Krell (+ um 1586), Maria, Königin von 
Ungarn (1505–​1558). Bayerische Staatsgemäldesammlungen –​ Staatsgalerie in der Neuen 
Residenz Bamberg (Inv.-​Nr. 3564).
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James Cutting’s Challenge: Consensus Arises from Familiarity

Psychologist James Cutting set out to show something bound to irritate 
philosophers of art and art historians. His hypothesis was that aesthetic 
canons—​what we consider to be the great works of art—​sometimes get their 
start via chance (a bequest to a museum, for example) and are maintained by 
familiarity rather than by some works actually being objectively better than 
others.23 He has thrown down the gauntlet to art experts, demonstrating, 
he believes, that we confuse quality in art with familiarity. We like what we 
are used to, even as we consciously continue to justify what we like with 
statements that sound objective, like “this work is better because of the line 
quality, the colors, the atmosphere,” and so forth.

Cutting developed this view because of a well-​established phenom-
enon in psychology called the mere exposure effect—​just a chance encounter 
with something predisposes us to like it when we encounter it again—​
even when we do not recall having previously encountered it. The name 
most famously associated with this effect is that of the social psychologist 
Robert Zajonc. But this effect was known before Zajonc demonstrated it 
experimentally, and has certainly been a staple of the advertising industry. 
The more times we have seen an ad for Campbell’s soup, the more we are 
likely to bypass the other soup brands and pick the Campbell’s can off the 
supermarket shelf.

Zajonc demonstrated experimentally that repeated exposure to various 
kinds of unfamiliar stimuli (including completely meaningless ones, like for-
eign words and nonsense syllables) shapes our preferences.24 For example, 
in one experiment participants heard (and tried to pronounce) 12 seven-​letter 
Turkish words (meaningless to English speakers) read aloud. Participants 
heard these words repeated either 1, 2, 5, 10, or 25 times; some participants 
did not hear them at all. Participants then had to guess whether the stimulus 
meant good or bad using a scale from 0 to 6.

Without knowing about the mere exposure effect, anyone’s expectation 
would be that goodness ratings for these words would be randomly distrib-
uted across the words. But this was not the finding. Instead, a very strong 
frequency effect was found: the more people had seen and said a word, the 
more positive they thought its meaning was. When Zajonc repeated this pro-
cedure with Chinese characters that could not be pronounced but only seen, 
he got the same finding. He dubbed this the “mere exposure” effect, with the 
word mere indicating that the images were passively viewed, and they were 
not positively reinforced in any way. This effect has been replicated hundreds 
of times for all kinds of stimuli, and it is one of psychology’s robust findings.
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James Cutting wondered whether the mere exposure effect could explain 
our preferences for specific works of art. Is taste in art just a function of soci-
ocultural factors, as the French sociologist Pierre Bourdieu claimed?25 Could 
it be that the more we see a new work of art, the more we like it? Do we think 
we like it because we believe it to be a great work, when in fact we just like it 
because it is what we are used to?

To find out, Cutting conducted a number of experiments using paintings 
by seven French impressionists:  Paul Cezanne, Edgar Degas, Édouard 
Manet, Claude Monet, Camille Pissarro, Auguste Renoir, and Alfred Sisley. 
He showed people pairs of paintings by each of these artists, with similar 
subject matter (e.g., landscape, portrait, etc.) and made within two years 
of one another. But—​and here is the rub—​they differed in the frequency 
with which each had appeared in art history books. The idea was to recreate 
the experiments of Zajonc using revered works of art. The assumption was 
that the paintings reprinted more often would be ones that people had seen 
more. And the prediction was that the more frequently reprinted paintings 
would be preferred.

Cutting first had to figure out each work’s frequency count. He did this 
by conducting a painstaking search for the number of times each painting 
occurred in the over six million volumes in Cornell University’s libraries. He 
examined about 6,000 books falling into three categories: books dedicated 
to each artist; books about more than one impressionist; and general art 
history textbooks and encyclopedias covering art across time. He gave each 
painting a number for the frequency with which it appeared in these texts 
(and were thus likely to have been seen more not only by art historians but 
also by the general public). Frequencies ranged from over 100 (those impres-
sionist works we are most familiar with and that are considered to be central 
in the impressionist canon) to under 10 (works on the borders of the canon).

Cutting showed slides of 66 pairs of paintings by his impressionist artists 
(one painting high, the other low in frequency) to Cornell University under-
graduate participants. They looked at each pair for about eight seconds. Then 
they indicated which painting they preferred and whether they recognized 
either of the two paintings in the pair. Preference was used here as a stand-​in 
for a judgment of quality, with the assumption that if I prefer X to Y, then 
I think X is the better work of art. The prediction was that people would prefer 
the paintings that had appeared more often in print, even if they did not 
consciously remember having seen the paintings before. A separate group 
of participants rated each painting for how prototypical it was of impres-
sionism (on a seven-​point scale) and indicated whether they remembered 
having seen it before.
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Before I reveal the results, let’s consider two pairs created by Cutting. The 
painting shown in Figure 8.4a is Renoir’s The Swing (La Balançoire), painted 
in 1876, depicting a young woman in a white dress with blue ribbons. She is 
holding the ropes of a swing that she appears about to step onto, conversing 
with a man in a straw hat; another man leans against a tree while a little girl 
looks on. The painting in Figure 8.4b is Renoir’s The Bower, Galette (also 
called In the Garden, or In the Garden Bower of Moulin de la Galette), painted 

(a) (b)

(c) (d)

Figure 8.4  Two pairs of paintings from Cutting’s (2003) study of aesthetic 
judgment. a: Pierre-​Auguste Renoir (1981–​1919), The Swing (La Balancoire), 1876. 
b: Pierre-​Auguste Renoir (1841–​1919). The Bower, Galette, 1876. Oil on canvas 81 × 
65 cm. c: Paul Cézanne, Bay of L’Estaque. d: Paul Cezanne, View of Mt. Marseilleveyre 
and the Isle of Maire (L’Estaque), ca. 1878–​1882. Oil on canvas. 21 1/​4 × 25 5/​8 in. (54 
× 65.1 cm).
Credits: a: RF2738. Musee D’Orsay, Paris. Photo Credit: Scala/​Art Resource, New York. 
b: Pushkin Museum of Fine Arts. Photo Credit: Scala/​Art Resource, New York. Reprinted by 
permission of the Pushkin Museum of Fine Arts, Russia. c: Philadelphia Museum of Art, The 
Mr. and Mrs. Carroll S. Tyson, Jr., Collection, 1963-​116-​21. d: Reprinted by permission of the 
Memorial Art Gallery of the University of Rochester: Anonymous Gift in tribute to Edward 
Harris and in memory of H. R. Stirlin of Switzerland.



Is It Good? Or Just Familiar?  |  117

one year earlier, in 1875. This painting depicts a young woman in a blue 
and white striped dress holding an unopened parasol and approaching sev-
eral people sitting at a table. Both paintings are set in a sunlit-​dappled lush 
garden with trees. The season in both appears to be summer.

At the bottom of Figure 8.4 are two paintings by Cézanne. Figure 8.4c 
is Bay of L’Estaque, painted between 1879 and 1883—​a bay of blue water 
surrounded by mountains and a small town. There are trees in the fore-
ground, and the predominant colors of the sea, the sky, and the land are 
muted blues and greens. Figure 8.4d is View of Mt. Marseilleveyre and the Isle 
of Maire (L’Estaque), painted in 1882, with a vantage point closer to the bay 
and the town, in the midst of the trees. The colors are much brighter—​the 
sea is bluer, the roofs on the houses are more orange, the ground under the 
trees is a golden color, and the shadows from the trees tell us that the sun is 
shining.

Now, before you read further and find their respective frequency 
counts, think about which one of each pair you prefer. (Of course Cutting’s 
participants were shown these in color projected onto a screen.)  Perhaps 
you think you prefer The Swing because it shows the full face of the young 
woman, while The Bower, Galette only shows the woman’s ear and cheek. 
Perhaps you think you prefer Bay of L’Estaque because it is more majestic 
than the more close-​up view in View of Mt. Marseilleveyre and the Isle of Maire 
(L’Estaque).

Now check whether the paintings you prefer are the more frequently 
reprinted ones. Both of the images on the left were the preferred ones as 
well as the more frequently reprinted ones (though, of course, Cutting ran-
domly varied the side of presentation of the most frequent image). The Swing 
was more frequent than The Bower, Galette (with frequency ratings of 94 
and 18, respectively). And Bay of L’Estaque was more frequent than View of 
Mt. Marseilleveyre and the Isle of Maire (L’Estaque) (with frequency ratings 
of 86 and 27, respectively). If you preferred the more frequently reprinted 
painting, your preferences aligned with Cutting’s findings. Renoir’s more 
frequently reprinted The Swing was preferred 72% of the time; Cezanne’s 
more frequently reprinted Bay of L’Estaque was preferred 87% of the time. 
And overall, participants preferred the more frequently published image of 
each pair on 59% of the trials—​a rate significantly above chance.

Those who resist the idea that mere frequency shapes our aesthetic 
judgments might argue that this holds just for people with no knowledge 
about art. Perhaps participants with more art knowledge would not choose 
on the basis of frequency—​shouldn’t they be able instead to choose on the 
basis of some kind of objective sense of quality? But Cutting’s research 
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argues against this: preference for the most frequently reprinted images held 
true just as much for those who had taken an art history course as for those 
who had never taken one. Though of course, one art history course does not 
make you an art expert.

Surprisingly, preferences were not even due to consciously recognizing 
the images, since preferences did not correlate with whether participants 
remembered having seen the paintings before. However, because only 
2.7% of the paintings were recognized by his Cornell University under-
graduate participants, Cutting realized that perhaps he did not really dem-
onstrate the independence of conscious recognition and preference. He 
thus repeated this procedure with older participants—​faculty and grad-
uate students at Cornell—​who should be likely to recognize more of the 
works. And indeed, this older group recognized 18.6% of the paintings, 
allowing a stronger test of whether preferences were just due to frequency 
of occurrence in print independent of actual recognition. The results did 
not change:  people preferred the paintings with the higher frequency 
counts, and there still was no relationship between conscious recognition 
and preference.

If unconscious exposure to reproductions of artworks really accounts for 
preferences, we should see no effect of frequency on young children, who 
presumably have not been exposed to books about art. When Cutting re-
peated his study with children ages six through nine, he indeed found no 
relationship between preference and frequency count.

Why might people prefer images they have seen before even if they do 
not know they have seen them before? Perhaps this is because artworks 
take time to understand, and thus ones we have seen more seem more 
understandable to us. If this is true, then we would expect works that 
are more complex to show a stronger frequency effect than less complex 
works. But how to measure complexity? Cutting decided just to rely on 
people’s own subjective ratings of complexity. He presented his image 
pairs again and asked people to indicate not only which member of each 
pair they preferred but also which member was “more complex.” Results 
did not shift. There was no effect of judged complexity: the only predictor 
was frequency count.

Of course, it is possible that people did not know how to judge complexity. 
Perhaps they just used the number of people in a painting as the metric of 
complexity. But it is most likely that these painting pairs did not differ at 
all in complexity (whatever that is) since each pair was by the same artist 
and had the same subject matter. If so, complexity judgments would not be 
reliable.
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Could preferences be a function of what people thought was the most 
prototypical impressionist painting of the pair? Cutting tested this in the 
same way he tested for complexity, by asking people to rate each image 
for how representative it was of impressionist paintings. Frequency count 
remained the only predictor. But again I would add that the pairs are very 
unlikely to differ in prototypicality given the careful way in which they were 
matched.

Of course, the obvious criticism of the claim that preference is shaped by 
frequency is to reverse the causal direction. Maybe frequency is driven by 
quality: “better” works of art are the ones editors and art historians—​those 
with a keen eye for “objective” quality—​decide to feature in books. And there 
is another problem, too: who is to say that people actually saw the more fre-
quently reprinted images more than the less frequently reprinted images? 
Most people do not look at art history books.

Cutting realized that there is no objective way to assess quality, and so we 
can’t adjudicate between these two positions. Instead of the impossible task 
of proving that quality plays no role, he took another tack. Using a similar 
participant pool—​other undergraduates at Cornell—​could he erase prefer-
ence for the more frequently reprinted paintings by showing the less fre-
quently reprinted paintings more often over the course of a semester-​long 
psychology class?

During 21 class periods of his introductory course on perception, Cutting 
presented a subset of paintings from his original 66 pairs singly for two 
seconds without comment. High–​frequency count paintings were shown 
only once during the semester. Low–​frequency count paintings were shown 
four times. At the end of the semester, the images were presented in pairs and 
students indicated their preferences. One member of each pair had a high 
frequency count but had been seen only once in class; the other member had 
a low frequency count but had been seen four times.

We could expect three possible findings. One might be that people still 
preferred the images with the higher print frequency. In that case, this ex-
periment would not have answered the objections of those who say that 
frequency in print is a function of quality. A second finding might be that 
high classroom frequency could override low print frequency. In this case, 
preferences shown in the original study would be reversed: people would 
prefer the images they had seen more in class. This would count against the 
claim that the more frequently reprinted paintings are the ones with more 
objective quality. A final possibility is that the two kinds of frequency might 
cancel each other out, and thus preferences would be unrelated to either 
kind of frequency.
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What Cutting found was the third pattern. Preferences were predicted 
neither by frequency in print nor by frequency of exposure in class. Can 
we then conclude that frequency is the driver of our aesthetic preferences? 
Cutting certainly thinks so—​believing that he has shown the power of one 
kind of frequency to wipe out the other kind. But a critic could easily say 
that this final experiment is simply a failure to replicate the original finding 
that images with higher print frequencies are preferred. We cannot really 
conclude anything about such a null result. One would need many studies 
with this method, with different artists, to prove Cutting right . . . or wrong. 
Again, an entire grant application’s worth of studies waiting to be done!

Cutting’s research leaves us with the unsettling feeling that he is 
suggesting that the artistic canon has been shaped entirely by chance expo-
sure to works of art, and that aesthetic quality plays no role in determining 
what we think is good art. But note that Cutting did not study art experts, 
true connoisseurs. As I said earlier, having taken one art history course cer-
tainly does not an expert make! Might connoisseurs have preferences unre-
lated to print frequency? Of course, such a study would have to be done with 
paintings the participants had never seen before, perhaps from a different 
culture. If we could show that Western art experts’ preferences for Asian 
artworks align with works most frequently reprinted in Asian art history 
books, we could then more comfortably conclude that it is the art experts of 
the world who, with their nose for aesthetic quality, decide on which works 
get reprinted in art history books. And then lay preferences for the print-​
frequent images could just as well be due to quality as to frequency as the 
two would be inextricably confounded.

Another weakness of Cutting’s study is that he included only paintings by 
master impressionists—​all of whom are considered great. Maybe familiarity 
makes a difference only when you have pairs of paintings that really do not 
differ in quality. What would happen if Cutting had included work that many 
people might consider “bad” art?

Four experimental philosophers (acting much like psychologists), Aaron 
Meskin, Mark Phelan, Margaret Moore, and Matthew Kieran, devised a study 
to answer this question.26 They asked whether the effect of exposure is sensi-
tive to value. Suppose that the mere exposure effect that Cutting found is due 
not to mere exposure but to what exposure leads to—​more exposure could 
help us to see what is good in works of art, and thus more exposure means 
we see more good art. But if we see bad art over and over, we might begin to 
like it less.

These philosopher-​experimenters selected 48 landscape paintings by the 
twentieth-​century American painter William Thomas Kinkade—​art they 
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asserted, at the outset, to be bad. They also selected 12 landscape paintings 
by nineteenth-​century British painter John Everett Millais—​art they asserted, 
at the outset, to be good. Kinkade’s paintings depict idyllic and sentimen-
tally sweet bucolic scenes. One of the Kinkade paintings used in the Meskin 
study was Stepping Stone Cottage, depicting a cozy cottage whose windows 
glow with lights (though it is daytime). You can view Kinkade’s works, in-
cluding this one, on his website, at https://​thomaskinkade.com/​. (I was not 
able to get permission to reprint Stepping Stone Cottage in this book because 
the work would have had to be presented in a manner complimentary to 
Kinkade.) The cottage, surrounded by green lawn and bright flowers, is next 
to a small stream that reflects the lights from the cottage; horses graze peace-
fully in the background. Compare these to Chill October, one of the Millais 
paintings used (Figure 8.5).

Meskin and colleagues chose Kinkade as their “bad” artist on the basis of 
their own judgments, as well as on those of cultural critics who consistently 
deride his paintings as kitsch. It is easy to find disparagement and ridicule 
of Kinkade’s work by art critics in the media. In a 2012 online obituary for 
Kinkade, art critic Jerry Saltz wrote that “Kinkade’s paintings are worthless 
schmaltz, and the lamestream media that love him are wrong.”27 The online 
publication The Daily Beast dubbed him “America’s most popular—​and the 
art establishment’s most hated—​artist.28 Yet, according to this same article, 

Figure 8.5  Landscape by Millais used in study by Meskin, Phelan, Moore, and 
Kieran (2013).
John Everett Millais, Chill October (private collection).
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a reproduction of some Kinkade painting (sold by the Thomas Kinkade 
Company) hangs in twenty million homes around the world.

What the educated elite considers kitsch always seems to have mass appeal. 
Hallmark cards and calendar art are perennially popular. When the Russian art-
ists Vitaly Komar and Alexander Malamid commissioned an international poll 
on what colors and subject matter people preferred in paintings, they put the 
data together to create a “most” and “least” wanted painting for each country 
(undoubtedly they were being tongue in cheek).29 The most wanted paintings 
across the world were remarkably similar—​they depicted a peaceful and in-
viting nature scene, always with blue water and blue sky and peaceful wildlife—​
not entirely different from calendar art or a Kinkade painting.

In contrast to Kinkade, Millais is considered by critics to be a major 
painter. While his works are not deemed to be on the level of our greatest 
masterpieces, they are seen in major museums such as the Tate Britain, 
where there is certainly no chance of encountering a painting by Thomas 
Kinkade!

In Meskin’s study, a class of 57 students sat in a philosophy of literature 
course over a seven-​week period, and during a break in the middle of the 
lecture they were shown a set of images for two seconds each, with no evalu-
ative comments made. Twenty-​four of the Kinkade paintings were shown five 
times and 24 only once. The same procedure was used for Millais’ works—​
half shown five times, half just once. A control group of 57 students (taking 
a course in philosophy) was exposed to none of the images. After this pe-
riod, students in both the experimental and control groups saw all the images 
presented one at a time for six seconds each as they rated their liking on a 
10-​point scale.

The best result for these researchers would have been to show that expo-
sure to Kinkade lowered liking scores, while exposure to Millais elevated liking 
scores. The first comparison of interest is between the Kinkade and Millais 
liking scores of the experimental and control groups. The Kinkade score was 
significantly lower (4.92) for the experimental than the control group (5.8). But 
the reverse was not found for Millais: these liking scores were not reliably dif-
ferent for the two groups. These results suggest (though do not prove) that ex-
posure lowers liking for Kinkade but not for Millais—​and hence, if we can take 
a small leap, that exposure lowers liking for bad art. However, liking for Millais 
should have been significantly higher in the experimental group in order to rep-
licate the mere exposure effect.

A more revealing look at the data examined the “dosage” effect:  do 
the more frequently exposed Millais paintings get higher scores than the 
less frequently exposed ones, and does the opposite result hold for the 
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Kinkade paintings? For the Kinkade paintings, liking scores for the ones 
seen only once were reliably higher (5.11) than for those seen five times 
(4.74). But for the Millais paintings, there was no effect of exposure. So 
the researchers failed to replicate the mere exposure effect for “good” art, 
but they did show that mere exposure for “bad” art reduces rather than 
increases liking.

How can we understand the finding that increased exposure to Kinkade 
paintings lowers liking? Meskin and his colleagues argue that repeated ex-
posure enhances our ability to detect the badness in bad art. The more we 
look, the more garish Kinkade’s colors may seem, and the more clichéd the 
imagery may look to us. And so, they suggest, we could actually use this kind 
of procedure to test for objective quality in art. If repeated exposure lowers 
liking, the work is likely of bad quality. If it increases liking, the work is likely 
of good quality (even though increased exposure to Millais did not increase 
liking, at least it did not lower it).

There is a logical problem here, however. Why don’t the millions of 
Americans who own a Kinkade reproduction start to dislike it? Well, per-
haps they do like it less than when they first bought it, but this has certainly 
not been shown. But let’s not give up yet on the attempt to show differential 
effects of exposure for what critics consider good versus bad art. In the next 
section I suggest ways we might proceed.

In Sum: Art Works on Us but We Don’t Know Why

What are we to conclude about the aesthetic judgments of ordinary people? 
First of all, we argue, often ferociously, with people whose tastes in art we 
disagree with. We do not do the same when we disagree with people about 
tastes in food. We care mightily that people agree with us on aesthetic 
preferences, less so on culinary preferences. But when pressed, we admit 
that our aesthetic judgments are just matters of subjective opinion.

Second, Cutting urges us to conclude that (at least when all else is equal) 
familiarity plays a powerful role in shaping our aesthetic tastes. He believes 
we are unaware of the power of familiarity, but that it clearly works on us. But 
this conclusion only holds if, and only if, we can be sure that the students in 
Cutting’s studies really were exposed to the more frequently reprinted images 
more than the less frequently reprinted ones. And I am not convinced.

Third, familiarity can have two effects: it can increase our liking of some 
works (this was shown by Cutting in his final study, in which he showed some 
images more frequently, though not replicated by Meskin) and decrease our 
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liking of others. However, this has only been shown for one artist—​Thomas 
Kinkade—​in one experiment and does not explain why millions of people 
who own Kinkades continue to keep them on their walls.

Perhaps cultural learning and snobbery explain why we think some works 
of art are great and others are bad. But I  favor the alternative, that works 
considered great and that stand the test of time are objectively higher in 
quality than works failing the test of time. Greatness in art is not an objective 
property of the world that all normal people agree about (like whether some-
thing is a liquid or a solid). Greatness in art is something that the human 
mind perceives, and some judgments about aesthetic value are objective 
ones in the sense that most (never all) human minds across time and place 
agree. Standing the test of time will not help us decide whether King Lear is 
a better play than Hamlet—​when works are too close in quality, preferences 
are subjective. But time has helped us know that King Lear is great. And in a 
few centuries, time may help us discern that Rothko is a greater painter than 
Josef Albers (another painter of squares of color—​serious, certainly, but not 
as powerful as Rothko). This view is consistent with one put forth by neurosci-
entist V. S. Ramachandran, who asserted that no theory of art can be complete 
until we figure out the principles that differentiate kitsch from high art.30

I would dearly like to be able to reject Bourdieu, who argued that aesthetic 
taste is just a function of our subculture. But we do not know how to prove 
this, and we may never be able to do so.

If there are any objective criteria for aesthetic “betterness,” I would vote 
for polysemy (many layers of meaning), complexity, non-​predictability, and 
non-​sentimental (kitschy) subject matter. Psychologists should try to demon-
strate that people can move from liking what critics consider kitsch (such as 
Kinkade) to appreciating what critics consider “high art,” but that they are less 
likely to move in the opposite direction. That would be powerful evidence for 
some kind of objective “betterness” of quality in some works over others.

In this chapter I discussed the claim that, unbeknownst to us, familiarity 
is the basis of our aesthetic judgments. And I concluded that I remain un-
convinced, though no one has yet demonstrated empirically that there is an 
objective basis to aesthetic judgments. In the next three chapters on aesthetic 
judgment, I show how beliefs about the process by which a work of art was 
made—​with effort, with originality, and with intention—​strongly affect our 
aesthetic judgments.



	 CHAPTER 9	� Too Easy to Be Good?
The Effort Bias

The renowned British painter David Hockney came up with an idea that 
has proven very controversial. He was struck by the sudden rise in realism 
in fifteenth century Northern European painting, and he wanted to explain 
this dramatic change.1

To see what struck Hockney, look at the faces in Figure 9.1. The painting 
in Figure 9.1a is by Giotto, who lived in Italy between 1266 (or 1267) and 1337. 
The face is relatively flat. Compare this to the face in Figure 9.1b painted by 
the Flemish painter Robert Campin, a century later. The face in Campin’s 
painting is almost photographic in its realism—​dramatically different from 
the flatter face in Giotto’s painting. You can see the light and the shadow, the 
sag of flesh under the chin, the creases in the face, the natural-​looking folds 
of the man’s turban, and you can almost feel the texture of the fur around 
the man’s neck. Hockney pinpointed the location and time of the sudden rise 
in realism to Flanders in the late 1420s and early 1430s—​noting paintings 
by artists such as Robert Campin, Jan van Eyck, and Roger van der Weyden.

In collaboration with Charles Falco, a physicist from the University of 
Arizona specializing in optics, Hockney made a radical proposition:  this 
sudden shift toward realism in Flanders was due to the introduction of op-
tical tools. These artists, they argued, were technologists as well as painters. 
The artists had figured out how to use mirrors as lenses, holding them 
up to the image they wanted to capture and projecting that image, upside 
down, onto a white canvas. This would allow them to trace the flat projected 
image—​thus getting the folds of the drapery and the resultant changes in 
patterning just right. So it was not that these artists had so much more talent 
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(a)

 

(b)

Figure 9.1  The painting by Giotto (a) is far less realistic than the painting by 
Robert Campin (b), which is almost photographic in its realism.
Giotto, San Lorenzo (St. Lawrence) (1320–1325). Photo: J-M Vasseur, Institut de France, Abbaye 
Royale de Chaalis, Fontaine Chaalis, France.

Robert Campin. A Man. © The National Gallery, London. About 1435. Oil with egg tempera 
on oak, 40.7 × 28.l cm. Bought, 1860 (NG653.1). National Gallery © The National Gallery, 
London/Art Resource, New York.

than those who came before them. Rather, they had different kinds of tools—​
tools that rendered their task so much easier.

Anyone can try what Hockney and Falco suggested the Flemish artists 
did. Suppose you want to paint someone’s portrait. Tack up a white sheet of 
paper on the wall. Take a concave shaving mirror. Hold the mirror up at just 
the right angle with respect to wall and portrait. When you get it right, you 
will see that the person’s image has been projected onto your sheet of paper, 
but upside down. You can trace this image directly onto the paper. Once you 
have the basic lines in place, you can turn the paper right side up and keep 
drawing. Something very difficult was just made a lot easier. Here is how 
Hockney described what he did:

To make the projected images even clearer, I cut a hole in a piece of board 
to make a little window like those I had seen in Netherlandish portraits. 
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I then placed this board in a doorway and blacked out the room. I pinned 
a piece of paper next to the hole, inside the darkened room, and set up 
the mirror opposite the window and turned it slightly towards the paper. 
Then a friend sat outside the hole in the bright sunlight. Inside the room I 
could see his face on the paper, upside down but right way round and very  
clear.2

Surprising and powerful evidence that this is what these artists actu-
ally did was provided by Falco.3 There were errors in linear perspective 
discovered in some of the realistic paintings Hockney wrote about. These 
errors were mathematically predicted by the use of a mirror focused on a 
certain area, then moved to an adjacent area and refocused. The chances 
of these errors being due to other causes is vanishingly slim. Errors are a 
kind of fingerprint—​just what a detective relies on. Psychologists, too, have 
seen the information value of errors:  Freud used errors as windows on 
unconscious motivation; Piaget used errors as clues to the forms of quasi-​
logic underlying children’s thought; Daniel Kahneman and Amos Tversky 
used errors in reasoning about probability to understand how we make 
decisions.4

The most widely discussed error discovered by Falco is in Lorenzo Lotto’s 
painting shown in Figure 9.2, called Portrait of a Couple, depicting a carpet 
with a complex geometric design covering a table. With two rulers, you will 
see that two borders (one along the octagonal pattern in the center of the 
carpet, one along the right side) recede into space but do not meet at one 
vanishing point, as linear perspective dictates.

Falco explains that Lotto’s mirror could not have projected the entire 
image at once onto his canvas. After a part of the receding border was traced, 
Lotto would have had to move the mirror slightly to project the next part, 
resulting in this perspectival error—​so subtle that the typical viewer (per-
haps even the artist) would never notice, but clear enough to be captured by 
the measurements of an optical scientist.

Falco pointed out another error in the same painting. Inside the borders of 
the octagon pattern is a triangular pattern. Take a magnifying glass and you 
will see that the back part is blurry. Our eyes automatically refocus as they 
move around a scene. We do not see things out of focus. Why then would 
Lotto paint something blurry? According to Falco, when Lotto exceeded the 
depth of field of his mirror-​lens and refocused it further in, the resultant 
image would have to be smaller. This change would have made it difficult to 
make the geometrical pattern on the back of the octagon match that on the 
front. The solution must have been to fudge it by blurring it. One final clue 
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seems to nail the argument: the triangular pattern becomes blurry at just the 
same depth that the vanishing point shifts.

Hockney’s proposition has been roundly attacked by art historians. At a 
conference I attended at New York University in 2001 where Hockney first 
presented his thesis, art historians were bent on showing how Hockney 
could not be right.5 One theme was that artists did not need to “cheat” like 
this because they were talented enough to draw without optical aids. Cultural 
critic and writer Susan Sontag made this point when she said, “If David 
Hockney’s thesis is correct, it would be a bit like finding out that all the 
great lovers of history have been using Viagra.”6 Another theme was that 
there are no written records to support the use of optics before the seven-
teenth century—​to which Hockney replied that artists kept their tricks se-
cret. A third theme was that artists could have used a technique invented in 
the Renaissance—​viewing (with one eye) what they were drawing through a 
grid on a window, and copying what they saw in each square onto the canvas. 
This is a way of getting the perspective right. The only problem was that 

Figure 9.2  Painting by Lorenzo Lotto showing a perspectival error predicted by 
artist’s use of a lens.
Lorenzo Lotto (1480–​1556). Portrait of a Couple, 1523-​1524. Hermitage Museum, St. Petersburg, 
Russia. Photo Credit: Erich Lessing/​ Art Resource, New York.
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Falco was explaining how they got the perspective wrong! Art historian Jane 
Partner sums up the discomfort felt by her fellow art historians in a review 
as follows: “What then, if the “Mona Lisa” was an early Polaroid? It would 
require quite some rethinking of the conception of realism, which we think 
of as the formal embodiment of Humanism, if it were in fact part of a highly 
mechanized procedure. It is therefore hardly surprising that this book had 
caused so much discomfiture.”7

Oddly, while art historians railed against Hockney, the evidence for optical 
aids has been widely accepted for some seventeenth-​century artists. Architect 
Philip Steadman noticed that many of Vermeer’s paintings depict the same 
room from different viewpoints, all on same-​sized canvases.8 Through pre-
cise calculation he was able to determine that this was because Vermeer used 
a camera obscura—​a box or room with a hole in one side letting light in. 
This works much like the lens I described earlier. As light from outside the 
camera obscura enters the hole, it reproduces an upside-​down image. This 
image can then be traced to form the beginning of a painting. Another study 
reported evidence that Rembrandt used mirrors to project his own image 
onto a flat surface within reach of his hand—​thus allowing him to trace the 
projected image.9 And if Rembrandt did this, it is likely other seventeenth-​
century painters did as well.

Whether or not these claims hold up, they do offer psychologists a road 
into an investigation of the role of perceived effort in evaluating a work of 
art. Suppose the great masters did project images using mirrors and traced 
them to begin their paintings. Certainly we would have to admit that such an 
optical aid makes the task of realistic painting far easier than painting with 
the naked eye alone. Does this devalue their works in our eyes? Is this like 
watching a sprinter break an Olympic record, only to find out that he was on 
steroids and thus did not do it “on his own?”

There is reason to believe that we value artworks more when we believe 
greater effort was involved. Early critics of Jackson Pollock’s drip paintings 
dismissed them as something anyone could do.10 But these critics were 
countered by others who pointed out the enormous amount of effort these 
paintings actually took. An article in Artnews described Pollock’s process as 
effortful:

He has found that what he has to say is best accomplished by laying the canvas 
on the floor, walking around it and applying the paint from all sides. . . . The fe-
verish intensity of the actual painting process could not be kept up indefinitely, 
but long periods of contemplation and thought must aid in the preparation for 
renewed work. . . . The final work on the painting was slow and deliberate. The 
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design had become exceedingly complex and had to be brought to a state of 
complete organization.11

This kind of evidence led art critic Leo Steinberg to write, “Questions as to 
the validity of Pollock’s work, though they remain perfectly good in theory, 
are simply blasted out of relevance by these manifestations of Herculean ef-
fort, this evidence of mortal struggle between the man and his art.”12

Psychologists Test the Role of Perceived Effort

Social psychologists have often demonstrated that the harder we work at 
something, the better we feel we have done. Students believe that if they 
have worked hard on a paper it must be good. This can be considered a 
form of cognitive dissonance reduction.13 It is internally inconsistent to be-
lieve that you have worked hard and done a poor job. To reduce this incon-
sistency between effort and outcome, we inflate the outcome to match the 
effort. Of course equating effort with quality is not a perfect rule and it can 
lead to error.

Psychologist Justin Kruger and his colleagues14 have directly addressed 
the issue of this chapter. They investigated the influence of perceived effort 
on people’s aesthetic evaluations by showing them works of art and telling 
some that the works took a great deal of time to create, others that these 
same works took only a short time. Do people use the effort-​equals-​quality 
rule for evaluating art? The researchers reasoned that use of this rule would 
be especially likely in domains like art where it is difficult to make a clear de-
termination of merit, and where people often disagree wildly.

Note that Kruger did not manipulate whether the works were made with 
technological aids, as Hockney and Falco claimed for artists like Jan van Eyck. 
Thus, the results could go either way. One might imagine that participants 
would rate the less effortful ones as greater—​seeing the ability to do some-
thing quickly and easily as a mark of greater genius (much as we marvel over 
how Mozart wrote out his scores with very little editing, unlike the laborious 
editing of Beethoven). Or, following Susan Sontag, participants might use 
effort as a way to judge quality, assuming that more effort equals better art.

An initial experiment involved two groups of participants. They all read 
the same poem along with some facts about the poem—​its title, author, age 
of poet, and time the poet spent writing the poem. Participants were told 
either that the poem took 4 hours to write (low effort condition) or 18 hours 
(high effort condition). Information about time spent was mixed in with 
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other information to reduce the likelihood that participants would become 
aware of the hypothesis and respond according to what they thought the ex-
periment was after.

After reading the poem, participants were asked to recall all of the infor-
mation about the poem (as a check that they remembered how long it took to 
write) and then to rate how much they liked the poem (from “hate it” to “love 
it”), its overall quality (from “terrible” to “excellent”), and how much money a 
poetry magazine would pay for it. Because liking and quality judgments were 
highly correlated, they were averaged together to create a single evaluation 
index. The average evaluation rating for the poem in the low-​effort condition 
was 5.84, compared to 6.43 in the high-​effort condition (out of 11, a statisti-
cally significant difference, thus unlikely to be due to chance). Participants 
estimated that a poetry magazine would offer $50 for the low-​effort poem, 
and $95 for the high-​effort poem, again a statistically significant difference.

Next the researchers turned to paintings and included art students (both 
undergraduate and graduate) as participants to see whether they, too, fall 
back on the effort heuristic. The art students were considered “art experts.” 
This time, participants were shown two paintings by the same artist. One 
group was told that painting A took 4 hours, and that painting B took 26 
hours. The other group was told the reverse and thus each painting was 
judged in a low-​ and a high-​effort context. Participants rated each painting on 
a number of measures of quality, as well as on how much effort they believed 
went into each one.

The painting results replicated the poetry results. When painting A was 
said to have taken 4 hours it was rated 6.14 in quality (again out of 11); when it 
was said to have taken 26 hours, its rating rose to 6.69. Similar results were 
reported for painting B.  Both experts and non-​experts preferred painting 
A when they thought it had taken longer time to make, and painting B when 
they thought it had taken the longer time. And each painting was estimated to 
cost more when it was presented as having taken the longer amount of time 
to create. A statistical test called structural equation modeling allowed the 
researchers to show that the relationship between time spent on the painting 
and judged quality of the painting was fully explained by respondents’ effort 
ratings (with more time equated with more effort, and more effort equated 
with higher quality). But when effort was held constant, the relationship be-
tween time and quality became non-​significant. This means there was no 
direct relationship between time and quality. The relationship is only due to 
the fact that we infer more effort if we hear that more time was spent.

Is it surprising that the art experts were as misled by the effort-​equals-​
quality rule as were the non-​experts? Perhaps, but if you recall that the art 
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experts were just students studying art at either the undergraduate or grad-
uate level, perhaps it is less surprising. It would be particularly interesting 
(and surprising) to show that true connoisseurs, those who have spent their 
lives looking at art—​curators and art historians—​could also be lured into 
using the effort heuristic.

Quality is of course a subjective judgment, and time spent is an objec-
tive one. It seems easier to fall back on time spent, the objective measure, 
than to figure out which work of art is “better,” whatever that means—​es-
pecially when works look very similar and hence seem similar in quality. Is 
this reliance on the objective measure of time spent even more likely to be 
used when quality is even more difficult to judge? To find out, Kruger gave 
people images of medieval arms and armor to judge, varying the number of 
hours it took a blacksmith to complete (110 or 15) and varying whether the 
images were presented in high or low resolution. Would people rely more on 
number of hours when the images were fuzzier and thus harder to judge? 
The answer was yes. Thus, we fall back on the effort-​equals-​quality rule be-
cause of the difficulty of judging quality.

Kruger’s experiments show that, all else being equal, time spent is translated 
into perceived effort, which in turn is translated into perceived liking and quality. 
But perhaps Kruger’s experiment had a subtle “response demand”:  when 
people read that a work took many hours, this may have suggested to them 
that the researcher was expecting them to give this work higher ratings.

A subtler way of getting at how much we rely on effort was devised by 
Jean-​Luc Jucker and colleagues.15 And this study is more directly relevant to 
the Hockney controversy because Jucker manipulated whether a technological 
aid—​a camera—​was used. Using only non-​experts, he showed participants nine 
optically realistic paintings that presumably require a great deal of effort and 
skill. One of these is shown in Figure 9.3. When pretested, these images were 
rated equally likely to be a painting or a photograph. One group of participants 
saw these images labeled “Painting by XXX”; another group saw these images 
labeled “Photograph by XXX.” Capturing reality perfectly in a photograph 
requires only the pressing of a button; the same image painted is clearly far 
harder to produce. Half of the participants in each condition were asked to rate 
their liking of the works and the rest were asked to rate the amount of effort and 
skill they thought went into the works. Images were given significantly higher 
liking ratings when they were believed to be paintings. “Paintings” were also 
given significantly higher effort and skill ratings than “photographs.”

A study using yet another method also avoided a response demand by 
asking participants to judge the quality of paintings and poems said to have 
been created either by one artist working alone or by two, three, or five artists 
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working together. Participants were also asked to judge the amount of effort 
of each creator. The fewer creators there were, the higher in quality the works 
were judged to be. And judged quality was related to the perceptions of effort 
from each individual creator (and with more creators, each individual’s effort 
was perceived to be lower).16

These studies confirmed what Kruger showed: we esteem works of art more 
when we believe that more effort was invested in their making. A bias toward 
equating effort with a positive achievement has even been reported in 10-​
month-​old infants!17 Here’s how this was shown. Infants saw animated scenes 
involving a red protagonist (a circle with eyes) and two targets (a blue square 
and a yellow triangle, both with eyes). The agent is shown jumping over a low 
bar (low effort) to reach a blue square with eyes, and jumping over a high bar 
(high effort) to reach a yellow triangle with eyes. The question was whether 
infants would think that the red agent would prefer the blue square (reached 
with little effort) or the yellow triangle (reached with much effort). This was 
tested by showing infants the red agent approaching either the square or the 
triangle and measuring how long they looked at each event. Longer looking is 
taken as an indication of surprise. Infants looked longer when the red agent 

Figure 9.3  Photographically realistic painting by Robert Bechtle used in study by 
Jucker, Barrett, and Wlodarski (2014).
Robert Bechtle (1932–​ ). Agua Caliente Nova (1975). Oil on canvas, 48 × 69 ½ inches. Courtesy 
of the artist and Anglim Gilbert Gallery. High Museum of Art, Atlanta, purchased with 
funds from the National Endowment for the Arts and the Ray M. and Mary Elizabeth Lee 
Foundation, 1978.1. © Robert Bechtle. Courtesy of the artist and Anglim Gilbert Gallery.
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approached the low-​effort goal (blue square), allowing the inference that they 
had expected the agent to prefer the high-​effort goal (yellow triangle).

Two studies challenge the idea that we always use the effort heuristic in 
judging art. In one of these studies, people used the effort heuristic when 
primed with the statement “Good art takes effort.” They judged works said 
to have taken one year to complete as better than works said to have taken 
two to three days to complete. However, when primed with the statement 
“Good art takes talent,” use of the effort heuristic disappeared. And when 
they presented paintings without priming, and asked people to evaluate the 
works either first for talent or first for quality, people who thought first about 
talent did not use the effort heuristic; and they also estimated the low-​effort 
painting as worth more on the market.18 The second of these studies showed 
that professional musicians attribute greater talent to a pianist said to have 
shown early high innate ability in comparison to a pianist said to have shown 
perseverance and hard work. This occurred even though—unbeknownst to 
the participants—the two musical excerpts they evaluated for talent were ac-
tually from the same musician.19 The findings of these two “challenging” 
studies show that people do not always rely on the naïve theory (seen even in 
infants) that effort equals quality and can be nudged to rely instead on their 
beliefs about the artist’s talent.

In Sum: Belief About Process Shapes How We Evaluate Art

Studies showing our reliance on the effort heuristic help us understand why 
critics like Susan Sontag were so offended by Hockney’s suggestion that the 
old masters used tricks to make their job easier. Clearly easier meant less 
talent was needed—​hence the art must be less great.

But other studies show that when talent is pitted against effort, people 
judge the work of the talented artist as higher in quality. My guess is that we 
could also dissolve the effort heuristic by showing people a film of the artist’s 
process. I’ve seen film clips of Picasso painting quickly and getting it “right” 
on the first attempt. If participants were allowed to witness two processes, 
one effortless and one effortful, both yielding the same end product, they 
would most likely rate the work created effortlessly as better. Why? Because 
the effortless one will be seen as the product of the greater mind. Show them 
just the end product and they may again fall back on the effort heuristic. In 
both cases, we are judging the end product by how it was made.

Clearly we do not assess works of art just on the basis of their visual qual-
ities. Visual qualities of works can be overshadowed by what we know about 
how the work was made (how effortful) and the nature of the mind that made 
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it (how innately talented). The process and the mind behind the work are 
part and parcel of the work. All too often this is forgotten by psychologists 
studying aesthetic reactions—​when they present works out of context to 
people and simply ask for ratings.20 Just think about how you would react 
to the discovery of a cave painting with accurate linear perspective as 
compared to how you would react to an eighteenth-​century painting with 
such accuracy—​painted long after the rules of linear perspective had been ar-
ticulated by Renaissance masters. I am confident that you would evaluate the 
achievement of the cave painting as greater since it would have represented a 
genuine invention rather than the learning of passed on rules.

And this brings us to the question of forgery—​the topic of the next chapter. 
Just as the same artwork changes in our assessment depending on our belief 
about the effort and the talent required, so the same artwork changes in our 
assessment when we discover that that it was not made by a great artist. The 
study of forgery provides further evidence that our evaluation of art is deeply 
affected by context: the perceptual qualities of a work are overshadowed by 
what we know about how it was made and the kind of mind that made it.



	 CHAPTER 10	� Identical!
What’s Wrong with a Perfect Fake?

Would you care if you went to see the giant redwoods in California and dis-
covered that you were looking not at living trees but at perfect plastic replicas 
that not only looked the same but felt and smelled the same as the living 
trees?1 Would you care if you went to see an exhibit of Van Gogh paintings 
and discovered that you were looking at the Van Gogh Museum’s Relievo 
Collection of perfect 3-​D print replicas of the original paintings? If the an-
swer to either of these questions is yes, then I challenge you to come up with 
a good reason why you care.

For much of history and prehistory, individuals admired or disdained 
artistic creations without knowing or caring who produced the works and 
under what circumstances. In the Renaissance, perfect copies were admired. 
When a painting said to have been by Raphael was discovered to be a copy 
indistinguishable from the original, an artist who had worked on the original 
with Raphael said this:

I value it no less than if it were by the hand of Raffaello –​ nay, even more, for it 
is something out of the course of nature that a man of excellence should imi-
tate the manner of another so well.2

Our time is different. In the West, at least since the Renaissance, origi-
nality and authenticity in art have been prized.3 The individual artist is often 
revered as a genius, and works known to be forgeries are devalued, both aes-
thetically and monetarily, either because we know that they were not made by 
a great artist or because we believe them to exhibit a lower level of skill than 
the originals, or both. Whenever societies value originality in art, and where 
there is a commercial art market, forgers step in.4
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A forgery is the theft of a signature with the intention to deceive. A forger 
creates a work and presents it as having been made by a more famous artist, 
typically with the motive of financial gain. The forger cannot gain fame, but 
must be invisible. Forgery differs from plagiarism, which is the theft of the 
work itself with the motive of deceptively demonstrating one’s own skill.5 
Unlike the forger, the plagiarist attaches his or her own name to the stolen 
work. Discovering a forgery requires discovery of difference; discovery of pla-
giarism requires discovery of similarity or sameness.

No one knows how many forgeries hang on our museum walls, but 
it’s likely a high number.6 Most art forgeries are novel works created in 
the style of a famous artist. But some are attempts at exact duplicates, re-
ferred to as “fakes.” The latter kind of forgery is less common because the 
forger will never succeed in fooling the art market if the original is well 
known. A copy of the Mona Lisa is not going to convince anyone that it is 
the original since everyone knows that the original hangs in the Louvre 
in Paris.

Forgeries disrupt our understanding of art history,7 and also de-
fraud museums and private collectors. Forgeries also pose a problem for 
philosophers. Consider this: when Christ and the Disciples at Emmaus (shown 
in Figure 10.1) was unveiled in 1937 to be Dutch master Johannes Vermeer’s 
yet undiscovered great masterpiece, critics reveled in the masterful work of a 
genius.8 Imagine yourself there, standing in front of the painting, admiring 
its formal properties, praising Vermeer’s skill. Now imagine you learn eight 
years later, as the critics and public did, that this painting was not an au-
thentic Vermeer after all. Rather, it was a forgery painted in the Netherlands 
in 1936 by the forger, Han van Meegeren. You return to the same spot, di-
rectly in front of the painting, and you look again; this time, not at an original 
Vermeer, but instead at a sham.

The painting’s pictorial features are exactly as they were before. By these 
criteria, it should remain a masterpiece. However, the very critics who once 
praised the work for its skill then condemned and ridiculed the forgery for its 
flaws. Do a work’s aesthetic properties change for us when we discover that 
a work is a forgery? That is the philosophical question. And the answer tells 
us a lot about the bases of our aesthetic judgments.

The Radical Aestheticism View

Some critics and philosophers argue that everything relevant to apprecia-
tion ought to be determined only by pictorial properties.9 And thus if two 
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pictures look identical there can be no aesthetic difference between them. 
In the words of critic Monroe Beardsley, “I reject the idea that there can 
be two indistinguishable paintings very different in value.”10 Any dispar-
agement of a forgery, some argue, is simply due to snobbery. This was the 
position taken by philosopher Alfred Lessing11 and author Arthur Koestler.12 
Like Beardsley, they take the formalist/​empiricist approach that the aesthetic 
value of a work of art has to do only with its perceptual features and, hence, 
forgeries are devalued only because they have lost the prestige they enjoyed 
when considered works by great artists.

The Symbolic View

Other thinkers disagree. We don’t appreciate a work of art for how it looks 
but for the sort of thing we believe that it is, for what we associate with it. In 

Figure 10.1  Forgery in the style of seventeenth-​century Dutch master, Johannes 
Vermeer, by Dutch forger, Han van Meegeren (1889–​1947).
Museum Boijmans Van Beuningen, Rotterdam/​Photograph by Studio Tromp, Rotterdam.
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short, a work of art is not just a physical object. It is an object with symbolic 
value because of who made it and how it was made and when it was made.

This view is consistent with the view put forth by psychologists that we 
are all essentialists—​we have a basic tendency to think of certain special 
objects as having underlying, unobservable “essences.”13 If I  lose my wed-
ding ring, I  am not content with a replacement. The replacement would 
lack the essence of the actual one. Similarly, works made by a famous artist 
contain something of the artist’s essence, because of their association with 
the artist, and this is communicated to the viewer.14 When Léon Hanssen, 
biographer of artist Piet Mondrian, believed that he had discovered that a 
painting thought to be by Theo van Doesburg was actually by Mondrian, he 
said when looking at it, “It was as if you could shake hands with Mondrian.”15 
Unfortunately, the painting turned out not to have been by Mondrian, but 
I quote Hanssen here to show his belief that a painting contains a piece of 
the artist. A  forgery does not. This view is not entirely rational:  we know 
there is no physical essence of the artist on the canvas. But then who says 
that humans are entirely rational?

Numerous philosophers have taken the position that a perfect fake is aes-
thetically worse than the original.16 Dutton’s17 position is that our response to 
and evaluation of an artwork cannot be separated from the kind of achieve-
ment it represents. A painting is the end product of certain actions on the part 
of the artist, carried out to solve certain problems. When we look at a painting 
by the fifteenth-​century Italian painter Masaccio, it makes a difference if we 
know that he was one of the first artists to use linear perspective. The painting 
represents a greater achievement in terms of solving the problem of depth 
than do paintings by later painters, who did not have to discover perspective 
but simply had to master its already invented rules. Forgeries misrepresent 
the artist’s achievement. This importance attributed to history can be heard in 
philosopher Walter Benjamin’s words, and Benjamin’s use of the term aura 
echoes psychology’s use of the term essence:18

In even the most perfect reproduction, one thing is lacking: the here and now 
of the work of art—​its unique existence in a particular place. It is this unique 
existence—​and nothing else—​that bears the mark of the history to which the 
work has been subject. . . . The here and now of the original underlies the con-
cept of its authenticity . . . what withers in the age of the technological repro-
ducibility of the work of art is the latter’s aura.

Philosopher Nelson Goodman offers another explanation for why the aes-
thetics of a perfect copy differ from that of the original. He points out that 
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the way we look at a painting is altered by knowing it is a forgery. We start 
to scrutinize the painting more carefully, looking for flaws. Hence the ex-
perience of looking at the same painting first assuming it to be the original 
and then knowing it to be a forgery is qualitatively different. We search for 
differences because we assume that if we keep looking, we may perceive a 
difference. In short, “since the exercise, training, and development of our 
powers of discriminating among works of art are plainly aesthetic activities, 
the aesthetic properties of a picture include not only those found by looking 
at it but also those that determine how it is to be looked at.”19

What Experiments Can Tell Us

We can speculate about why forgeries should be devalued, but psychologists 
think experiments are more informative. Psychologists step into the picture 
when they devise experiments to figure out how we respond to a work of art 
when we find out it is a forgery, and why. Are we radical aestheticists who 
would admit no aesthetic difference between an original and an indistin-
guishable fake? Or do we insist on an aesthetic difference between two such 
works? And if we insist on the fake being lesser in some way, is this due to 
essentialism? Or is this due to the fake being tainted by the immorality of its 
maker? How could we design experiments to answer such questions?

Evidence That Just Believing a Work Is a Forgery  
or a Copy Matters

First, there is clear evidence that just telling people that a work is a copy 
causes people to rate the work less positively on a wide range of dimensions. 
Stefanie Wolz and Claus-​Christian Carbon20 presented the same 16 paintings 
to participants, telling some that the paintings were originals by famous art-
ists such as Leonardo, and telling others that they were copies made, for ex-
ample, by a disciple of the artist or, in another case, by a contemporary artist 
skilled at making copies of famous artworks on order. The researchers delib-
erately avoided the label “forgery” because of a possible response demand—​
participants might assume they were expected to rate a forgery lower because 
of the pejorative connotation of the term. Participants judged each painting 
on a host of dimensions:  quality, positive emotional value, pleasure of 
inspecting, desire for possession, familiarity, extraordinariness, and visual 
rightness. They also rated the artist in terms of talent, perceived popularity, 
and personal appreciation. On every single scale except familiarity, ratings 
were significantly lower when the works were presented as copies. Another 
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experiment asked viewers to respond to a high quality reproduction of a por-
trait by van Gogh under one of two conditions: they were told either that the 
painting represented one of van Gogh’s greatest achievements or that it was 
a fake.21 When the work was believed to be a fake it was rated as less good 
aesthetically, and was also perceived as smaller!

This devaluation of works presented as copies is reflected in brain activa-
tion. In one study, viewers looked at 50 Rembrandt portraits while in a func-
tional magnetic resonance imaging machine that measured blood flow to the 
brain.22 Paintings were viewed for 15 seconds each. Just prior to the image 
appearing, viewers heard either “This is authentic” or “This is a copy.” They 
had been told that copies were defined as works made by pupils, followers, or 
forgers (thus mixing deceptive and non-​deceptive intent). Participants were 
given no other task than to look at the images.

Half of the paintings had actually been authenticated as copies. But true 
status and label were crossed so that each of the actual originals was labeled 
either “authentic” or “copy,” and each of the actual copies was also labeled ei-
ther “authentic” or “copy.” What would make a difference in brain activity—​
whether the work was really a copy (irrespective of label) or presented as a copy 
(irrespective of actual status)?

There was no difference in brain activity when viewing the actual genuine 
Rembrandts versus the actual copies. This makes sense: of course viewers 
could not tell the difference, since these were works about which experts 
often disagreed. What did make a difference were the labels. When the 
image was presented as “authentic,” there was greater activation in an area of 
the brain associated with reward and monetary gain, the orbitofrontal cortex. 
Many people also said that they actively tried to find flaws in images labeled 
as copies—​providing support for Goodman’s view that we look differently at 
paintings we believe to be forgeries than at ones we believe to be originals.

Another study using sculptures reported the same kind of findings, 
using a different brain measure. People with no professional art experience 
were shown classical Greek and Renaissance sculptures described either 
as genuine masterpieces from these periods or  (falsely) as fakes that were 
imitations by art students.23 The body proportions of half of the sculptures 
were deformed through photo editing, resulting in four kinds of items: gen-
uine-​original, genuine-​deformed, fake-​original, fake-​deformed. Participants 
rated each sculpture on a scale from very unappealing to very appealing. 
Ratings were significantly lower both for the deformed images and for the 
images presented as imitations. Thus, participants were responding both 
visually, to actual flaws in the works, and cognitively to the belief that the work 
was not an original. In addition, electrical brain activity of the participants 
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differed depending on whether they were looking at what they believed to be 
an original or a copy. Our belief that a work is made from the artist’s imagi-
nation rather than by copying another work clearly matters.

Psychologists George Newman and Paul Bloom addressed the role played 
by the fact that a copy is not seen as a creative performance by showing 
people two very similar (but not identical) landscape paintings.24 One group 
was told that Painting A was made first, and Painting B was an intentional 
copy. Another group was told that the two painters created these paintings 
without knowledge of the other—​coincidentally. Participants rated the fi-
nancial value of each painting. When Painting B was an intentional copy of 
Painting A it was valued lower than A. But when Painting B was created in-
dependently of A, and hence both were creative performances, the two works 
were equal in value. Thus how the work was made mattered—effort matters, 
as shown in the previous chapter, as does whether the work is created from 
scratch rather than copied from a model, as shown here.

Is This Devaluation Specific to Artworks?

Does our devaluing of copies occur specifically for works of art, or for other 
kinds of artifacts as well? Newman and Bloom addressed this in another 
experiment.25 They gave people stories to read about either paintings or pro-
totype cars. Both the painting and the car were said to be valued at $100,000 
and then duplicated exactly. Participants were asked how much they would 
value the duplicate, on a scale ranging from a lot less than $100,000 to a lot 
more. Would duplicate paintings lose their value relative to the original more 
so than duplicate cars?

The answer was clear. Duplicate artworks were rated as worth significantly 
less than the original. But duplicate cars did not lose value. Apparently, there 
is something special about originals when we are talking about artworks, but 
not ordinary kinds of artifacts. Unlike cars, art is not meant to be duplicated. 
Now the question is why. Why is a copy of an artwork worth so little, when 
copies of other things are worth just as much as the original? Newman and 
Bloom speculate that authenticity is particularly important for objects that 
have no clear utilitarian function. Perhaps the more useful an object is, the 
less its history of production matters. We value a car because of what it allows 
us to do. Since a work of art does not have a practical function, we value it for 
other reasons, and we think about how it was made, and who made it. But 
I would also add that we value a work of art for the mind that made it. The 
work is seen as an expression of the artist’s individuality (remember this was 
one of Dutton’s features, described in Chapter 1) and the artist’s worldview. 
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We do not usually think of a prototype of a new car as an expression of the 
designer’s worldview.26

Does the Physical Touch of the Master Matter?

A forgery is not touched physically by the master. Do we value originals 
over forgeries because we believe (irrationally) that as a result of having 
touched the original, something of the master’s essence remains? Newman 
and Bloom showed that this kind of “positive contagion” is in fact part of 
the reason we value originals over copies.27 They had people read stories 
about either a piece of sculpture or a piece of furniture (a dresser) that was 
duplicated. These objects were said to have been made either by hand or 
primarily via machine. Objects that were touched by the hand of the master 
were estimated to be worth more money, and this mattered far more for a 
work of art than for a non-art artifact. This kind of superstitious “contagion” 
has, however, also been reported for non-​art objects: people pay handsomely 
for ordinary objects previously owned by celebrities and refuse to wear a 
sweater once worn by a murderer.28

Disentangling Moral from Immoral Copies, and Distinguishing 
Kinds of Aesthetic Judgments: A Study from the Arts and 
Mind Lab

The studies I  have described thus far all displayed works of art one at 
a time, each presented as either as an original or as a copy or a forgery. 
Not surprisingly, the labels “copy” and “forgery” negatively influenced 
participants’ judgments. Both labels have a pejorative connotation. Even 
small children regard copying, regardless of intent, to be objectionable.29 
But this kind of design has a limitation:  it does not capture a key com-
ponent of the forgery puzzle—​that our evaluation of the same artwork 
changes abruptly from one point in time to another. In the real world, 
we first come to know a painting like Christ and the Disciples at Emmaus 
believing it to be a Vermeer, and subsequently find out the work is a for-
gery. Our evaluation of the work then plummets.

What if we confronted participants with the fact that the properties have 
not changed by presenting two identical works side by side, labeling one 
the original, and one the forgery? Would participants still devalue the for-
gery? And if so, would they rate the forgery as less beautiful, less good, 
and less appealing than the original? Or would they have to admit no dif-
ference in these dimensions, and instead devalue the forgery only on what 
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I would call historical dimensions—​originality, creativity, and influence? 
These are historical dimensions because what is original, creative, and in-
fluential when invented for the first time is no longer so when produced 
later in time.

And if forgery is still devalued when the identicality of the two images 
is made obvious, we still need to find out why. One possibility is that a for-
gery is immoral. Note that even children as young as five believe that what’s 
wrong with a forgery is that it is cheating.30 We could test the role of immo-
rality by comparing ratings of forgeries (immoral) with ratings of sanctioned 
copies by the artist’s assistant (not immoral). A second possibility is simply 
that a forgery was not made by a great master. The role of association with 
the master artist (with copy status held constant) can be seen by comparing 
ratings of a copy by the assistant to ratings of a copy by the master him-​ or 
herself.

We carried out just such a study in the Arts and Mind Lab, presenting 
participants with two identical images side by side, either two paintings or 
two photographs.31 They were chosen so that the viewer could not tell whether 
the images were paintings or photographs. Here is how we introduced two 
identical paintings. 32

Here are two images of “Light before Heat,” a planned series of ten perfectly 
identical paintings attributed to the famous artist April Gornik. On the left is 
the first painting that Gornik made.

There were three conditions. In the forgery condition, the description con-
tinued as follows.

On the right is a second painting, which in fact was made by an art forger 
who copied Gornik’s composition. Gornik relies on a team of assistants to 
make her work, which is common among contemporary and classical art-
ists. The official Gornik studio stamp is on each painting, so each one is 
equally valued on the art market. In August, 2007, an art historian noticed 
the poorly copied stamp and exposed the forgery in a report for the maga-
zine Artforum.

In the non-​deceptive copy condition, the description continued this way:

On the right is the second painting, which was made by Gornik’s assistant. 
Gornik relies on a team of assistants to make her work, which is common 
among contemporary and classical artists. The official Gornik studio stamp is 
on each painting, so each one is equally valued on the art market.
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And in the artist copy condition, the description continued this way:

On the right is the second painting, also made by Gornik. Gornik relies on a 
team of assistants to make her work, which is common among contemporary 
and classical artists. The official Gornik studio stamp is on each painting, so 
each one is equally valued on the art market.

We deliberately stated that Gornik relies on a team of assistants, and that 
this is common, in order to stress that there was nothing duplicitous about 
this practice. Underneath each image we stated the estimated price at auc-
tion. The estimated price for all images was identical except for that of the 
forgery, which was strikingly lower. Thus the artist’s copy and the assistant’s 
copy were both valued equally to the original on the art market so that any 
lower rating of the artist’s or assistant’s copy could not be due to assumed 
lower market value. Note that we also did not use the pejorative word “copy” 
but instead said that the first and second paintings were part of a planned se-
ries of identical works. We also had a photography group, with near-​identical 
wording. These participants saw the image pair in Figure 10.2—​a photo-
graph by Andreas Gursky.

Participants compared the pair of images on a set of scales, with a rating 
far to the left indicating a strong preference for the original (the first), and 
a rating in the middle indicating no preference. Participants compared the 
images on the following, randomly ordered scales: beauty, liking, quality, in-
fluence, creativity, and originality.

Because responses clustered statistically into two groups, we were able 
to create two composite ratings, one we called “historically evaluative” 
(averaging influence, creativity, and originality) and the other we called 
“broadly evaluative” (averaging beauty, liking, and quality). Our findings for 

Figure 10.2  Photograph by Andreas Gursky used in Rabb, Brownell, and Winner’s 
(2018) study of response to forgery.
Rhein II, Photograph by Andreas Gursky (1955–​ ). 190 cm × 360 cm (73 in × 143 in). © Andreas 
Gursky/​[1999] Artists Rights Society (ARS), New York/​VG Bild-​Kunst, Bonn/​Courtesy Sprüth 
Magers, Berlin, London.
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paintings and photographs did not differ and so I will just talk about the 
painting findings here.

Figure 10.3 presents a graph showing our findings: the higher the bar, 
the more disfavored the copy was relative to the original. Consider first the 
composite historical-​evaluative rating (on the left). The artist’s copy (that 
is, the artist’s second painting or photograph in the series) was devalued 
significantly less relative to the original  than the assistant’s copy, which 
was devalued significantly less than the forgery. For the broadly evaluative 
ratings, the artist and assistant’s copy did not differ and both were devalued 
significantly less than the forgery.

We know that forgeries are fraudulent (hence immoral) in intent. That’s 
why we introduced the artist assistant condition—​which was identical to the 
forgery condition except for intent. We thought this would rule out the in-
fluence of perceived immorality. But when we saw that the copy by the as-
sistant was rated lower on the historical-​evaluative scale than the copy by 
the artist, we worried that participants might have viewed it as immoral for 
the assistant to make a work with the artist’s stamp on it—​despite the fact 
that we stated that this was a common practice. Fortunately, we had asked 
participants to rate how moral it was for the artist, the assistant, and the 
forger to make the second painting. Not surprisingly, participants rated 
the forged duplicate to be more immoral than the assistant’s duplicate; but 
they also found the assistant duplicate to be more immoral than the artist’s 
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Figure 10.3  Graph showing two kinds of ratings for the second in a series of 10 
identical paintings. The higher the bar, the more disfavored the copy. The second 
painting was made either by the artist, the artist’s assistant, or a forger and was 
always a copy of the first painting made by the artist. From Rabb, Brownell, and 
Winner (2018).
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duplicate. And so we had to statistically control for immorality. We did so 
with a linear regression analysis, which revealed that immorality did, in fact, 
predict the lower ratings for assistant over the artist duplicate. However, the 
regression analysis allowed us to examine separately the roles of who made 
the duplicate and whether the duplication was perceived as immoral. The 
key finding was this: even when immorality was statistically accounted for, 
just knowing that the second work was by the assistant led to its devaluation. 
This lowered evaluation is perhaps most puzzling for photographs, for why 
should the second print of a photograph be devalued by virtue of having been 
made by an assistant?

And so, when an original and an identical sanctioned copy are presented 
side by side, forcing acknowledgment of their visual similarity, the lowered 
evaluations of beauty and other broadly evaluative dimensions that have 
previously been reported for forgeries33 and sanctioned copies34 disappear. 
Instead, the lowered ratings we see have to do with participants’ assessments 
of the historical context of the work. The fact that the lower ratings on histor-
ical-​evaluative dimensions were seen for duplicates by sanctioned assistants 
as well as by forgers shows that we have a preference for authenticity in-
dependent of any moral disapproval. Remarkably, even copies by the same 
artist who made the original were devalued on these historical dimensions, 
suggesting a role for temporal priority (which one was made first) as well as 
for who did the duplicating (artist or assistant).

This study shows that when making an aesthetic evaluation of a work of 
art, it is not only the pictorial properties of the work (how beautiful it is, how 
good it is, how much you like it) that matter. What also matters is what we 
believe about a work’s history and the process by which it was made.

In Sum: Art Works on Us by Bringing Us into Contact 
with the Artist’s Essence

Our study tells us that we cannot explain our dislike of forgeries simply in 
terms of their immorality, nor just in terms of their lowered financial value. 
Recall that the price of the duplicate by the assistant was equal to the price 
of the artist’s original, yet the duplicate was devalued on historical-​evaluative 
dimensions even after immorality ratings were statistically controlled.

And so I come to the conclusion that a perfect fake is devalued for an-
other reason. When we removed lowered monetary worth and immorality 
by creating the artist assistant condition, we found that the perfect copy by 
the artist assistant was still devalued—​but only on the historical-​evaluative 
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dimension. And this appears to be because the copy was not made by (and 
hence not touched by or associated with) the master. This conclusion is con-
sistent with another study by Newman and his colleagues who reported that 
participants said that duplicate artworks made by someone other than the 
artist lacked the creator’s “heart” or “soul.”35

What about the broadly-​evaluative dimension? We really should ex-
pect there to be no difference across our four kinds of images in terms 
of beauty, liking, and quality. And indeed, there was no difference on this 
dimension when comparing artist original, artist copy, and assistant copy. 
But not so for the forgery, which was rated lower on this dimension. The 
known immorality of the forgery somehow rubs off on the beauty-​liking-​
quality dimension, as does the known lowered price, however irrational 
this may be.

These findings point to magical beliefs about artworks that are no dif-
ferent from our magical beliefs about objects owned by celebrities. People 
see artworks as imbued by the artist with a special essence. The idea that a 
work is genuine has aesthetic appeal. Philosopher Carolyn Korsmeyer talks 
of the shiver of contact with something real and historical.36 When we buy a 
Picasso, we are buying a piece of Picasso’s mind or soul. And here is some-
thing equally irrational. When people are given a choice between lower and 
higher edition numbers of the copies of Andy Warhol’s screen prints of his 
Campbell’s Tomato Soup Can, and between copies of the Beatles’ White Album 
with lower and higher serial numbers, people choose the earlier numbers.37 
This preference appears to rule out physical contagion since there is no way 
that people could have believed that Warhol was more likely to have touched 
number 10,000 than number 9,000.

This finding just buttresses our conclusion that the most surprising 
thing we dislike about forgeries is the fact that they lack that special quality 
imbued by the artist at the moment of making. Consistent with our conclu-
sion, when George Newman and colleagues asked participants to rate the 
extent to which a copy of a painting entitled Dawn that was made by the 
artist’s assistant was or was not Dawn, most believed the copy was not the 
same painting as the original.38 And when asked why, their explanations say 
something about the special quality that comes from the original artist. Here 
are some of the explanations given: “It wasn’t touched by [the artist’s] hands, 
seen by his eyes,” “It is a copy, not the original which [the artist] poured his 
heart and soul into. A copy may be identical, but it is truly never the orig-
inal,” “It is a copy, it has no soul,” “The identity of a painting (what it ‘is’ or 
‘is not’) must consist of more than just its visual qualities. Art is a manifes-
tation of the soul.”
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We used to make a clear distinction between forgeries and reproductions. 
Forgeries could fool people. Reproductions were obviously reproductions. 
Reproductions were cheap, and people who framed reproductions of famous 
paintings printed on canvas in their living room might be considered just a 
little bit “déclassé.” Better to own an original by an unknown than to hang 
a copy of Van Gogh’s Sunflowers, since everyone would know this was just 
a copy.

But now high-​fidelity reproductions of paintings are being made with 3-​D 
printers that capture the artist’s brushwork and texture exactly. Of course, such 
fancy reproductions are no longer cheap (though they are far more afford-
able than the originals). According to the website of the Van Gogh Museum 
Relievo Collection, “The reproductions are of such high quality they are al-
most indistinguishable from the originals.” And they are being advertised as 
ways to “enjoy the brightness of Vincent van Gogh’s masterpieces and the 
energy of his brushstrokes in your own environment.”39

But our findings predict that these reproductions will not be desirable. 
Despite their near indistinguishability from the original, they will hold 
little appeal because they lack something important about a work of art—​
Van Gogh’s essence. In fact, I predict that poster reproductions will be pre-
ferred to these because the 3-​D printed copies are pretending to be originals, 
whereas the posters are honest. I know that I would feel this way.

I titled this chapter with a question: Is there anything wrong with a perfect 
forgery? And the answer is yes—​we believe that there is something wrong 
here. What is wrong applies not just to fakes made with the intent to deceive 
but with duplicates of any kind as long as they were not made by the master. 
What is wrong is over and above the fact that forgeries lose their monetary 
value when they are outed, and over and above the fact that we see forgers 
as immoral actors deceiving buyers to line their own pockets. What is wrong 
with a forgery is what is wrong with a duplicate, no matter how perfect the 
copy is. When I buy a painting, I own a piece of the artist who made it. If the 
painting I buy is a copy made by a sanctioned assistant or a devious forger, 
I do not own a piece of the artist. I own only a piece of the duplicator—​and 
this is far less symbolically meaningful to me than owning a piece of the 
master. As art historian David Rosand put it, “the brush stroke is a mark of 
the painter’s presence in the work.”40

Musicologist Frederick Reece made a similar point about musical for-
gery. He describes a piece of music once attributed to Haydn but later 
discovered to have been written by a contemporary music teacher living 
in Germany.41 People find the music teacher’s work (which sounds so 
much like Haydn) to be beautiful. But sounding good is not enough, 
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Reece argued, just as beauty was not enough in our study of paintings 
and photographs. For what we value in a work of art is also symbolic: what 
moves us is knowing the connection of the work to history and to a par-
ticular creator.

In the next chapter, I  take another perspective on quality judgments by 
considering the resemblance between paintings by abstract expressionist 
masters and superficially similar paintings by preschool children and ani-
mals like monkeys and elephants who have been handed brushes laden with 
paint. Can we see the higher quality in the works by the masters, or is the 
claim that “my kid could have done that” true? And if we can see the higher 
quality, what is it that gives it away?



	 CHAPTER 11	� “But My Kid Could Have Done That!”

I recently came across a brief video produced by artist Robert Florczak 
called “Why Is Modern Art So Bad?”1 His answer was that modern art is 
created without any standards of skill and excellence. He recounts amusingly 
how he shows his graduate students a painting, tells them it is by Jackson 
Pollock, and asks them to explain why it is good. Students comply with com-
plex answers. But then he shows them that the painting is not a painting at 
all—​it is a close-​up of Florczak’s studio apron.

Tension between those who revere and those who deride abstract art can 
be seen even among the most highly regarded art historians. Gombrich2 fo-
cused on representational art as a great human achievement, and disparaged 
abstract art as a display of the artist’s personality rather than skill. Contrast 
this to the writings of Kirk Varnedoe, chief curator of painting and sculp-
ture at the Museum of Modern Art from 1988 to 2001. In his book about 
abstract art, tellingly titled Pictures of Nothing,3 he helps us understand how 
to make sense of pictures that refer to nothing in the world—​that just are. 
Varnedoe wrote that abstract art is a signal human achievement created in a 
new language and filled with symbolic meaning. The “mind-​boggling range 
of drips, stains, blobs, blocks, bricks, and blank canvases”4 seen in museums 
of modern art are not random spills, he wrote. Rather, like all works of art, 
they are “vessels of human intention”5 and they “generate meaning ahead 
of naming.”6 They represent a series of deliberate choices by the artist; they 
involve invention, and they evoke meanings—​for example, energy, space, 
depth, repetition, serenity, discord.

Varnedoe also made another very important point. No one can really un-
derstand abstract art without knowing that the artists involved constituted 
a vibrant community, commenting, in images as well as in words, on one 
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another’s works. This was particularly true of the abstract expressionists 
in New  York—​who all knew one another, and who were reacting to one 
another’s works as they painted. Understanding of abstract art, Varnedoe 
argued, required more than just careful looking—​it also required familiarity 
with this verbal and graphic conversation.

An analogy might be helpful. Our understanding of impressionist 
painting is likely enhanced when we realize that these painters were reacting 
to the invention of photography and, like the abstract expressionists, were in 
constant touch with one another in the middle to late nineteenth century in 
France. Of course, understanding how artists were reacting to other artists 
will deepen our understanding of any work of art, but this point may be par-
ticularly crucial for “pictures of nothing,” where there is nothing representa-
tional to latch on to.

As aptly stated by art education researcher Elliot Eisner,7 we evaluate art 
in the absence of rule, meaning there is no objective metric for us to use. 
Evaluating non-​representational art seems particularly difficult because we 
cannot fall back on degree of realism or on how pleasing or meaningful the 
subject matter is. What metric do we use when we look at a Pollock painting, 
or one by Cy Twombly that looks somewhat like a scribble? The superficial 
similarity between works of abstract expressionism and easel paintings by 
preschool children is sometimes striking.8 In 2007, works by Freddie Linsky 
were sold online at the Saatchi Online Gallery, and critics praised his “spot 
and blotch” primitivism.9 It turned out, however, that Freddie was only two 
years old, and his work, made with ketchup, was put up for auction by his 
freelance art critic mother as a joke.

Chimps, monkeys, and elephants have all been given paints, brushes 
and paper on which they make marks. And their paintings, like those of 
preschoolers, bear a superficial resemblance to abstract expressionist 
paintings. Works by chimpanzees were once sneaked into a museum and 
mistaken for art that belonged there.10

While these examples show how we can confuse accidental or childish 
markings with abstract expressionism, the opposite situation is also 
common: we look at abstract expressionism and, like Robert Florczak, think 
this is something a child could have done. I  have heard highly educated 
people deride abstract art, particularly abstract expressionism, as requiring 
no skill at all—​often saying, “My kid could have done that!”11

In this chapter I focus on work coming out of my research group—​the 
Arts and Mind Lab at Boston College. I hope this chapter gives you a slice 
of what I do and what a “program of research” on a single topic looks like. 
We began to wonder how we could disprove the statement, “My kid could 
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have done that.” We decided on the simplest of paradigms: just show adult 
participants works by children or animals alongside works by famous ab-
stract expressionists and see whether our participants could distinguish 
these two classes of art works. We realized we could measure this ability in 
a number of ways.

	 1.	 We could present participants with these kinds of pairs and ask them 
which one they preferred or thought was a better work of art.

	 2.	 We could track their eyes as they made this judgment to see whether 
they looked at these two classes of images in any different way.

	 3.	 We could ask them to guess which member of the pair was by the artist 
rather than the child or animal.

	 4.	 We could unpair the images and show them one at a time, randomly 
intermixed, and ask people which was by the artist.

And if people could pass our tests, we realized we would then need to figure 
out the basis on which they passed.

It would be of little interest to show that the Kirk Varnedoes of the 
world could succeed. We wanted to find out whether people with no spe-
cial knowledge of abstract art could tell the difference. We also wanted 
to know if young children could pass these tests—​for if they could, this 
would suggest that this kind of discrimination does not depend much on 
cultural learning.

In our first study, Angelina Hawley, a former doctoral student of mine, 
created pairs of images that looked eerily alike at first glance.12 Each pair 
consisted of a painting by a famous abstract expressionist whose works were 
found in at least one major art history textbook (e.g., Mark Rothko, Hans 
Hoffmann, Sam Francis) and a painting either by a child or a non-​human 
animal—​chimp, gorilla, monkey, or elephant. Angelina pored through on-
line databases of art in museums as well as art by children and animals, 
seeking the perfect pairings. Her rule was that the pairs be superficially 
similar in terms of at least two attributes—​color, line quality, brushstroke 
quality, or medium. She did not use any kind of mechanistic rubric, but 
matched holistically. She ended up with 30 pairs that looked strikingly sim-
ilar—​as I hope you will agree when you look at the painting by an artist and 
the painting by a four-year old in Figure 11.1. But first, please cover up the 
information at the bottom of the figure (and the spoiler alert below) telling 
you who did each painting. Can you tell which one is by the four-​year-​old?

Spoiler alert: The one of the left is by a four-​year-​old; the one on the right 
is by abstract expressionist Hans Hoffmann. Did you guess correctly?
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Our participants were 40 psychology students with no art background, and 
we compared their responses to those of 32 studio art students. The question 
we asked was whether people would prefer, and judge as better, works by art-
ists compared to works by children and animals. If people showed a leaning 
one way or the other, that would tell us that they perceived a difference.

We decided to look not only at whether people could make a discrim-
ination when confronted with these pairs with no information that one 
member was by an artist, one by a non-​artist, but also at the influence of 
attribution labels. We set up the study so that people would first see 10 pairs 
(on a computer screen, images side by side, as in Figure 11.1) without any 
labels revealing who made the paintings. It was important to present these 
first so that participants would not know that there was a possibility that 
some were made by children and animals. Next, they saw 20 more pairs, 
and these had labels under each image: one labelled artist and the other la-
belled child, chimp, gorilla, monkey, or elephant. It would not be particularly 
interesting to show that people choose according to label, knowing that the 
“right” answer would be to pick the works by artists. What would happen, 
we wondered, if we slyly reversed half of the attributions, labeling a Mark 
Rothko as “child” and a four-​year-​old’s work as “artist?” Would correct and 
reversed labels have the same influence? Or would the influence of reversed 
labels be weaker? When the labels are wrong, we can test whether people 
choose according to the label (always choosing the work labeled artist) or 
according to something they see in the work (choosing the works actually by 
artists, even though mislabeled).

(a) (b)

Figure 11.1  Sample painting pair (with similar colors) used by Hawley and 
Winner (2011) testing whether people can discriminate works by famous abstract 
expressionists from those by preschoolers and animals.
a: “Abstract expressionist” painting by four-​year-​old Jack Pezanosky. Reprinted by permission 
of Jack’s father, Stephen M. Pezanosky. b: Hans Hoffman (1880–​1966), Laburnum (1954). 
Oil on linen, 40 × 50 inches (101.6 × 127 cm). With permission of the Renate, Hans & Maria 
Hofmann Trust/​Artists Rights Society (ARS), New York.
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We designed the study so that every image was seen by some people in 
each of the labeling conditions. That way, any differences associated with 
labeling condition could not be attributed to the particular image pairs in 
particular conditions. If people really can’t distinguish works by artists and 
untrained children and animals, we should expect chance responding to the 
first 10 unlabeled pairs, which would mean choosing the works by artists 
as liked more and as better only 50% of the time. This did not happen. For 
both the like and better question, both the art students (as expected) and the 
untrained-​in-​art psychology students selected the works by artists at an above-​
chance level. So if Robert Florczak had presented his graduate students with 
a photograph of a Pollock painting next to a blow-up of his studio apron (both 
unlabeled) and asked which was better, they would have chosen the Pollock.

What effect did the labels have? Of course, when the labels were correct, 
people chose the artist works at an above-​chance rate. The critical test was 
the effect of the wrong label. To our surprise (and delight), art students as 
well as psychology students chose the works by artists at a rate above chance 
when the images were wrongly labeled (as shown in the graph in Figure 11.2). 
In other words, participants were likely to choose a work labeled “child” or 
“animal” (but actually by an artist) as better than a work labeled “artist” (but 
actually by a child or animal). They were ignoring the labels and responding 
on the basis of what they saw.

0

50

100

Correct label No label Incorrect label

Psychology majors

0

50

100

Correct label No label Incorrect label

Art majors

Figure 11.2  In a study by Hawley and Winner (2011), participants chose paintings 
by abstract expressionist artists as better than paintings by children and animals at 
a rate significantly above chance in all three labelling conditions. The dotted line 
represents where chance responding (50%) would fall.
Graph created by Nathaniel Rabb.
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To be sure, people did not choose the artists’ works 100% of the time. 
But the average percentage of times the artists’ works were selected in re-
sponse to “Which is the better work of art?” (in my view the most important 
question) was 79% in the correct-​label condition (to be expected, given the 
label), 65% in the no-​label condition, and 62% in the wrong-​label condition. 
It is the above-​chance performance in the no-​label and unlabeled condition 
that is striking. I now refer to this as the two-​thirds rule. So is the glass 
two-​thirds full or one-​third empty? You can spin the argument either way. 
Full, we know that people can make this discrimination. Empty, we admit 
that people are not always right. Sometimes they do confuse the two kinds 
of works.

The reasons people gave for their selections were informative. Both art 
and psychology students offered more “mentalistic” justifications when 
they selected artist than child or animal works—​saying things like this one 
showed more planning, more skill, or more intention. Thus, people were 
seeing something of the artist’s mind behind the work.  Does this mirror 
your own thinking when you chose one of the two paintings in Figure 11.1?

When we presented these findings to a group of art historians, we were 
surprised at their irritation. They showed a kind of religious view, treating 
works by masters as so sacrosanct that one should not even raise the possi-
bility that they might be confused with children’s and animals’ paintings. 
They seemed to think that by pairing works by animals or children with 
those by recognized artists, we were deriding the works by artists. But of 
course our intention was just the opposite. We had hoped to show, and ac-
tually did show, that when people untrained in visual art gaze at an abstract 
expressionist painting and claim that their child could have made it, they are 
wrong. People may say that a child could have made a work by Mark Rothko, 
but when forced to choose between a Rothko and a preschool painting they 
know which is which. In short, lay viewers see more in abstract art than they 
realize.

In the catalog for an exhibition by the artist Ellsworth Kelly at the Museum 
of Modern Art in New York, curator Ann Temkin wrote that she once said 
to Kelly that his paintings looked like they required no skill to make. To 
which Kelly replied, “which takes skill.”13 Art critic Peter Schjeldahl (2005) 
wrote something very similar in The New Yorker about Cy Twombly’s ability 
to make meaningless images. “Twombly’s works of the fifties remain his 
most exciting, for me. Those in the show, beginning in 1954, are flurries 
of impulsive line in pencil, crayon, or paint—​sometimes mostly erased or 
overlapped with white house paint—​which seem barbarically formless, yet 
are perversely graced with sensitive touch and texture. Like Zen koans, these 
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drawings not only defy comprehension but stop it dead. To make a persua-
sively meaningless mark is harder than it looks. Your little kid can’t do it.”14 
Our research shows that we can even recognize skill when the artist may be 
trying to make his works look unskilled.

Might people be even better at choosing the works by artists if instead of 
asking which one they thought was better we asked them to guess which 
one was by the artist (as I asked you to do for Figure 11.1)? We redid the study 
using the same pairs, this time with no labels.15 We told people that in each 
pair, one painting was by a famous abstract artist and the other was by a child 
or animal (we specified that it might be by an elephant, a chimp, a gorilla, 
or a monkey). Their job was to pick the one by the famous artist. So that 
we could determine whether modern art knowledge made a difference, we 
asked each person how familiar they were with abstract art (very, a little, or 
not at all). Only one person was very familiar, some were a little familiar, and 
the majority (77 of them) were not at all familiar.

Since we gave a score of 1 for each “correct” answer (choosing the artist), 
scores could range from 0 to 30. Selecting at chance would yield a score of 
around 15. The average score was 19, and with our 103 participants, this score 
was significantly above chance. That’s 63%—​our two-​thirds rule! Which 
replicates pretty exactly the average score obtained by people in our first 
study when they were asked which painting they thought was better.

Why, then, do some museum visitors scoff at abstract art, insisting that a 
child could have done as well? Perhaps by presenting images in contrasting 
pairs, we were inadvertently giving viewers an advantage they would not have 
had in a museum. Maybe if museumgoers viewed abstract art paired with 
works by children or animals they would recognize the difference. To find 
out whether people can still tell whether an abstract painting is by a master, 
without the clue of a contrasting paired image, we tried presenting each 
image individually.16 This move meant presenting 60 images, in random 
order. We told people that each painting was either by a famous abstract 
artist or by a child or animal (again specifying elephant, chimp, gorilla, or 
monkey). Their job was to decide, for each painting, whether it was by an 
artist.

To determine how well people did, we had to take into account the number 
they got correct and the number they got wrong (since otherwise, those who 
said all 60 were by artists would have received a perfect score). Calculating 
a score called a d-​prime score and testing that against zero showed us that 
people succeeded in picking out the artists at a rate significantly above zero. 
Sixty-​one percent of the artist images were correctly classified on average—​
significantly above chance, and again conforming to our two-​thirds rule. And 
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this finding held up as well when we included only those participants (the 
majority) who said they had no familiarity with abstract art.

How are people succeeding on these tasks? What cues are they using? 
The reasons people gave in our first study suggested that they were using 
some kind of cue to intentionality. We sat down with art historian Claude 
Cernuschi, a colleague of mine at Boston College specializing in abstract 
expressionism,17 to talk about this. We brainstormed with him about what 
people might be seeing in the works that allow them to distinguish those by 
artists from those by children and non-​humans. Together we came up with six 
“higher order” characteristics. In addition to intentionality, we hypothesized 
the following:  (1) degree of visual structure; (2)  relative importance of the 
negative space; (3) a sense of either conflict or harmony conveyed; (4) degree 
to which the work inspires and elevates the viewer; and (5) extent to which 
viewers feel that the work communicates with them.

We considered the expression of conflict or of harmony to be a form of 
metaphorical meaning, consistent with Varnedoe’s18 view discussed earlier. 
An abstract work of art, like music, is by definition non-​representational. 
Nothing in the work stands for, or denotes, anything in the world. 
Nonetheless, abstract art, like music, conveys meanings (e.g., softness, loud-
ness, harshness, struggle, resolution). Such meanings are conveyed through 
color, line, texture, composition, etc. Clashing colors do not represent harsh-
ness, but they can express harshness—​in the same way the paintings express 
emotions, as discussed in Chapter 5.

We showed people our 60 images, one at a time. This time we said 
nothing about these works having been done by either artists or children 
and animals. We divided people into six groups, and gave each group a 
seven-​point rating scale, asking them to rate each painting in terms of one 
of our six hypothesized distinguishing features.19 Here is the actual wording 
we used:

	 1.	 Intentionality: As I interact with this painting, I start to see the artist’s 
intentionality: it looks like it was composed very intentionally.

	 2.	 Structure:  As I  interact with this painting, I  start to see a structure 
emerging.

	 3.	 Negative space: As I interact with this painting, I begin to notice that 
the negative space is as important as the positive space.

	 4.	 Metaphorical meaning: (1) As I interact with this painting, I can grasp 
a metaphorical meaning. The painting conveys tension and opposi-
tion. (2) As I  interact with this painting, I  can grasp a metaphorical 
meaning. The painting conveys balance and equilibrium.
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	 5.	 Communication:  As I  interact with this painting, I  feel that it is 
communicating with me.

	 6.	Inspiration: As I interact with this painting, I feel inspired and elevated.

Our hypothesis was that the ratings on each of these scales would be 
higher for paintings by artists than paintings by children and animals. But 
ratings were higher on only two of the scales, intentionality and visual struc-
ture. And these two properties correlated.20 This finding is consistent with 
the work by Jean-Luc Jucker21 described in Chapter 2: people are more likely 
to judge something as art if they believe it was intentionally crafted rather 
than the product of an accident. The importance of structure is also con-
sistent with the idea, discussed in earlier chapters, that non-​representational 
art evokes emotion though some kind of structural isomorphism (as in a 
line that appears to be striving upward, expressing striving). It would be hard 
to imagine a structural isomorphism in art that would be perceived to be 
lacking in structure.22

Recall that in all of our studies, people correctly selected the works by 
artists only about two-​thirds of the time. We decided to exploit this varia-
bility. If intentionality and structure are the guiding cues, we should ex-
pect works by artists that are very easy to classify correctly (as shown by the 
number of times they were correctly chosen) to have higher ratings on these 
two dimensions compared to artist works that are very difficult to classify 
correctly. We should also expect works by children and animals that are 
very easy to classify correctly to have lower ratings on these dimensions 
compared to child and animal works  that get incorrectly chosen as being 
by artists.

How to decide which works were easy and which were hard to classify? 
We looked at the average correct score when the images were presented one 
at a time. That score was 61%. We decided to call paintings that received a 
score above 61% “easy” ones and those chosen at a rate of 50% or below as 
“hard.” As a result, we had to eliminate 10 paintings that received scores in 
between these two numbers—​resulting in four groups of paintings: easy and 
hard artist works; and easy and hard non-​artist works. Figure 11.3 shows an 
example of each of these four kinds.

Of the six rating scales, again intentionality and visual structure emerged 
as important. Easy artist paintings received higher scores on these two scales 
than did hard artist paintings. And just the opposite occurred for the child 
or animal works: easy ones (those typically identified as by non-​artists) re-
ceived lower scores than did the hard ones (those typically misidentified as 
by artists).
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One final analysis showed that intentionality was the overall winner. We 
included all 60 images, and disregarded whether they had been correctly 
classified. We just asked whether any of the rating scales predicted selecting 
that work as by an artist. And now intentionality alone emerged. Paintings 
with high intentionality scores, whether or not they were by artists or ele-
phants or chimps or monkeys or gorillas, were the ones most likely to be 
classified (correctly or incorrectly) as by an artist.

I draw four conclusions from this series of studies. First, people can tell 
the difference between abstract expressionist paintings and superficially 
similar ones by children and animals—​when they are shown in carefully 
matched pairs. Second, even when these paintings are presented singly 
rather than in matched pairs, people succeed at correctly identifying those 

(a) (b)

(c) (d)

Figure 11.3  Top row: Easy to classify (a) and hard to classify (b) artist paintings; 
Bottom row: Easy to classify (a) and hard to classify (b) child paintings. From 
Snapper, Oranç, Hawley-Dolan, Nissel, and Winner (2015). 
(a) Sam Francis, Untitled, 1989. © 2017 Sam Francis Foundation, California/Artists Rights 
Society (ARS), New York. (b) Hans Hofmann, Laburnum, 1954. With permission of the Renate, 
Hans, and Maria Hofmann Trust/Artists Rights Society (ARS), New York. (c) Brice Haedge at 
age three. Reprinted with permission of Brice’s mother, Dana Haedge. (d) Ronan Scott at age 
four. Reprinted with permission of Ronan’s parents, Jennifer Danley-Scott and Graham Scott.
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by artists. Third, correct classifications of both kinds of works are based on 
perceived intentionality and perceived visual structure. These two charac-
teristics are related:  these works have structure because they are created 
with planning and forethought and are a result of a series of deliberate 
choices. And fourth, people use perceived intentionality to decide whether 
they believe a work is by a master or by a child or animal, and this can lead 
to error in classification.

It will not surprise art experts to hear that works by great abstract 
expressionists are not random markings and that they are seen as having 
structure. However, what is surprising is that people who know nothing 
about abstract expressionism—​and thus may be among those puzzling over 
whether abstract expressionism is a hoax—​can, if asked, discern these two 
characteristics. People see more than they think they see when looking at 
non-​representational art. These findings show that abstract expressionist art 
reveals skill even to the untrained eye. Our findings support Varnedoe’s23 
claim that these “mind-​boggling” works are “vessels of human intention.” 
One does not need to be initiated into an understanding of abstract art to 
perceive how—​at least in terms of intentionality and structure—​these works 
stand apart from works by children and animals. People staring, perhaps 
for the first time, at apparently random blobs and drips can see human in-
tentionality shaping these markings, and can perceive a structure in the 
whole image.

We do not always perceive intentionality and structure in these images. 
But when we do, we sense at some level that we are in the presence of an 
artist who has pondered what he or she is trying to achieve, rather than in the 
presence of a four-​year-​old or a chimp delighting in making marks without 
much fore-​, or after-​, thought. These findings reveal the human tendency to 
ferret out intentionality, as well as the importance of perceived intentionality 
in our evaluations of non-​figurative art.

When we administered a shortened version of our original studies—​the 
pairs with and without labels—​to young children, we expected them to select 
at random.24 But this is not what happened. The children ranged in age from 
4 to 10, and we divided them into younger (4–​7) and older (8–​10) groups. 
Even the youngest group distinguished between the two classes of artworks 
when asked which painting they liked more. They demonstrated their ability 
to distinguish the two classes of artworks (either by artists or by children or 
animals) by selecting one class of artworks significantly more than the other 
class when asked which they preferred. But which class of works did they 
prefer? Not the ones the adults chose—​those by the actual artists. Instead, 
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the children were drawn to the works by children and animals, whether they 
were unlabeled, correctly labeled, or incorrectly labeled.

What is significant is that children were able to perceive a difference be-
tween these two classes of works. We can only speculate why young children 
liked the child and animal works more. Perhaps they found them simpler or 
more readable; perhaps they noticed that these were somewhat messier and 
this appealed to them. Perhaps they were drawn to these works because they 
reminded them of ones they had made or could make. Perhaps they were 
drawn to them because they are more used to seeing works like this—​on 
the refrigerator, on preschool walls—​than they are to viewing Mark Rothko 
paintings in a museum.

If there is a perceivable difference to the untrained observer between 
abstract works by masters and those by children and animals, will this be 
reflected only in conscious, explicit choices or also in measures outside of 
people’s conscious control? We investigated this in collaboration with Sergio 
Alvarez, a colleague of mine at Boston College in computer science.25 We 
measured implicit responses using an eyetracker  as participants viewed a 
subset of our original set of pairs, all presented without attribution labels.

As people looked at each pair, they decided which image they liked more 
and which was the better work of art. As they looked, a camera tracked how 
long they looked at each image and their pupil dilation. Longer looking time 
is an implicit measure of interest and greater pupil dilation is an implicit 
measure of pleasure26 and mental effort.27

Pupil dilation was greater when looking at images by artists (suggesting 
these were more pleasing). Pupil dilation was also larger when thinking 
about which image was better than which was preferred (and the “better” 
question certainly seems to be a question requiring more mental effort). 
When deciding which image was the better work of art, people looked at 
the artist images, on average, for 9.17 seconds and at the child and animal 
images, on average, for 6.66 seconds. And the probability of looking longer 
at the artist member of a pair was shown to be statistically above chance for 
the quality question. Recall that according to our rating study, works by art-
ists have more visual structure than works by children and animals, and thus 
may invite more exploration. Similar results were not found for the prefer-
ence question.

This eye-​tracking study shows that people respond differently on an im-
plicit level to images by artists vs. by children and animals. It also shows that 
people respond differently when thinking about preference versus quality 
in visual art. The fact that people look longer (and thus more carefully) 
at artist than child or animal works when thinking about quality (but not 
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preference) shows that a distinction between these two types of judgment 
is being made. Longer looking when thinking about quality than about 
preference makes sense. A judgment of quality calls for a more careful look 
before a reasoned decision can be reached; preference judgments can be 
instantaneous.

After we had published these studies, I received a phone call from a com-
puter scientist, Lior Shamir, who has developed an expertise in program-
ming computers to be able to recognize artist styles.28 He asked me whether 
I’d be interested in seeing whether a machine could distinguish our artist 
works from our child and animal works. I said yes, with enthusiasm, and 
this led to an interesting collaboration.29

Shamir subjected our images to his program—​a program that contains 
content descriptions (reduced to numbers) of over 4,000 aspects of images—​
aspects such as contrast, texture, uniformity or variation of brightness, fractal 
features, and color distribution.30 He first “trained” the computer on 25 of 
the 30 images of each type (artist versus child/​animal) and then tested the 
computer on five of each type. The computer had to classify each of the 10 
test images as belonging to one or the other type of image. He then reran this 
classification test 15 times, each time randomly determining which were the 
training images, which the test images. The machine was correct 68% of the 
time, which is statistically way above chance, and also eerily close to the mean 
correct score humans received in our studies. Many of the content descriptors 
in the program played a role in the machine’s correct classification.

Did the computer’s responses correlate with human ones? When the 
computer classified an image as by an artist, had our human participants 
also done so?31 Weirdly again, the images the computer program classified as 
by artists were also those that our human participants had been most likely 
to classify as artist-made.

The fact that a machine can learn to discriminate abstract expres-
sionist paintings by great artists from superficially similar ones by children 
and non-​humans tells us that there are perceptible, systematic, and quan-
tifiable image properties that distinguish these two classes of paintings—​
even though these two kinds of works appear to the untrained eye to be 
strikingly similar.32

Kirk Varnedoe thought it necessary to defend Cy Twombly’s seemingly 
random marks and splashes of paint against the criticism of “My kid could 
have done that.” He wrote the following:33

One could say that any child could make a drawing like Twombly only in the 
sense that any fool with a hammer could fragment sculptures as Rodin did, or 
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any house painter could spatter paint as well as Pollock. In none of these cases 
would it be true. In each case the art lies not so much in the finesse of the indi-
vidual mark, but in the orchestration of a previously uncodified set of personal 
“rules” about where to act and where not, how far to go and when to stop, in 
such a way as the cumulative courtship of seeming chaos defines an original, 
hybrid kind of order, which in turn illuminates a complex sense of human ex-
perience not voiced or left marginal in previous art.

In Sum: Art Works on Us by Showing  
the Mind Behind the Art

In this chapter I  presented a series of studies, all designed by my lab to 
address a focused question—​whether, and if so, how untrained viewers dis-
criminate between works by abstract expressionists and children and ani-
mals, and whether viewers value works by artists over works by children and 
animals, despite their surface similarity.

We may find it amusing to think that people are paying millions of dollars 
for works indistinguishable from four-​year-​olds’ paintings. But the truth is 
that people untutored in the ways of art, and knowing nothing about modern 
and contemporary art, see more in abstract expressionism than they think 
they see. We know this from their explicit responses to our questions and 
their implicit responses picked up by our eye tracker. We know that even 
young children can see the difference. And the difference has to be seeable 
because a computer can learn to classify these two bodies of work into two 
distinct classes—​those by artists and those by non-​artists.

We may prize works by children and animals as fresh, spontaneous, 
and delightful. Artists may even be inspired at times by the markings 
of children.34 But even the uninitiated can often distinguish such works 
from superficially similar works by artists. The traces left by artists differ 
from those left by children and animals. Artists’ traces are perceived to 
be more intentional than traces by children and animals, which appear 
more random. Sometimes this leads us astray, when an artist’s work looks 
random and a child’s work looks intentional. But most of the time we per-
ceive works by artists as the more intentional ones. Thus, we see the mind 
behind the art.

 



	 PART IV	� What Art Does—​and Does 
Not—Do ​for Us

In Part IV I take a close look at bold claims that involve-
ment in an art form leads to improvement in some 
area outside of the arts. In Chapter  12, I ask whether 
the arts make us smarter, reviewing the evidence that 
arts education of any kind boosts children’s grades, 
verbal and math test scores, and IQ. In Chapter  13, 
I ask whether engagement in fiction, either by reading 
or by enacting roles on stage, makes us better human 
beings—​more able to understand others and more apt 
to behave altruistically. In Chapter  14, I  ask whether 
making art improves well-​being, and if so, how this 
works. Throughout these chapters I  strive to distin-
guish real from bogus claims, and plausible from im-
plausible arguments.

 

 





	 CHAPTER 12	� Silver Bullets
Does Art Make Us Smarter?

Nearly everyone nowadays—​whether parents, teachers, or the general 
public, ​and especially in the United States—believes without question that 
children must learn reading, writing, mathematics, science, and perhaps 
some history. These, particularly reading and math, are considered the core 
academic literacies on which all other learning rests, and on which success 
in life depends.

Where does arts literacy stand in the hierarchy of what we consider im-
portant to teach? Far less time is spent on the arts in our schools than on 
subject areas considered to be the core of the academic curriculum. The arts 
are treated as a luxury—​an arena for self-​expression, perhaps, but not a nec-
essary part of schooling. This attitude has been exacerbated by the prolifer-
ation of standardized testing in the United States required in mathematics 
and language arts. As a result, schools spend more and more time preparing 
their students for these tests, especially because schools face sanctions if 
scores are not at acceptable levels.

In the elementary school years, children may have music and/​or art 
class once a week. After that, the arts are typically electives, meaning that 
not all students take an art class.1 Theater and dance are almost nonex-
istent; what arts education we do have is in the visual arts and in music.2 
Sometimes the arts are considered extracurricular activities and thus 
are seen only in after-​school programs—​like playing on a sports team. 
A  2006 report by the National Assembly of State Arts Agencies in the 
United States reported that “study of the arts is quietly disappearing from 
our schools  .  .  .  the result of shifting priorities and budget cuts.”3 And 
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a 2004 report from the Council for Basic Education reported that the 
greatest erosion of arts education is occurring in schools with high mi-
nority populations.4 Schools focus their attentions on training academic 
literacies.

What are the arts educator and the arts advocate to do? The most common 
response to the devaluation of the arts in our schools has been to insist on in-
strumental justifications claiming value for the arts because of what they can 
do for the basic literacies (or for the economy, though I am not discussing 
the monetary claims here).5

For years the President’s Committee on the Arts and Humanities and 
similar organizations have been issuing reports declaring that the arts raise 
academic achievement.6 When I checked this committee’s most recent web-
site, I read about the Turnaround Arts initiative, a wonderful movement to 
put the arts back into schools.7 But rather than talk about the values inherent 
to the arts, the site goes on to explain that the reason for the reinvestment in 
the arts is to boost academic achievement.

The Boston Globe Magazine had a story recently in which the first 
paragraph read:

Arts and culture make up a $704 billion industry in the United States—​that’s 
more than 4 percent of our nation’s gross domestic product—​and business 
leaders say that creativity is among the top skills they look for when hiring, 
as well as one of the most important traits for success. Research also shows 
that a solid arts education in school enhances student outcomes in multiple 
ways:  Motivation and attendance improve, standardized test scores go up, 
dropout rates go down. Musical instruction can boost brain development in 
young children, with effects lasting into adulthood.8

And in a video posted on the Lincoln Center website, Chelsea Clinton tells 
us there is research showing that arts make kids better at reading and math 
(the topic of this chapter) as well as kinder, more compassionate, and more 
cooperative (the topic of the next chapter).9

This kind of instrumental reasoning is not new. The nineteenth-​century 
educator and education reformer, Horace Mann, believed that drawing 
develops “moral uplift”10 and music educators used to defend the teaching of 
music for its ability to improve memory and pronunciation.11 The reasoning 
behind all of this is clear: perhaps schools under pressure will value the arts 
if we convince their leaders and funders that the arts strengthen skills in 
areas we don’t need to justify. But is there truth to these claims?
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The Old (and Vexed) Question of Transfer of Learning

The claim that arts education results in stronger non-​arts skills is funda-
mentally a claim about transfer. Transfer of learning from one domain to 
another, much studied by psychologists, turns out to be exceedingly diffi-
cult to demonstrate. It used to be thought that studying Latin would im-
prove general intelligence. But at the turn of the last century, pioneering 
psychologists Edward Thorndike and Robert Sessions Woodworth examined 
this question in a sample of over 8,000 high school students and could find 
no evidence for this claim. In 1901, in an influential paper entitled “The 
Influence of Improvement in One Mental Function Upon the Efficiency of 
Other Functions,” they were led to the conclusion that transfer is rare:

The mind is  .  .  .  a machine for making particular reactions to particular 
situations. It works in great detail, adapting itself to the special data of which 
it has had experience. . . . Improvement in any single mental function rarely 
brings about equal improvement in any other function, no matter how similar, 
for the working of every mental function group is conditioned by the nature of 
the data of each particular case.12

Reflecting back on this work later, Thorndike concluded:

By any reasonable interpretation of the results, the intellectual values of studies 
should be determined largely by the special information, habits, interests, 
attitudes, and ideals which they demonstrably produce. . . . The chief reason 
why good thinkers seem superficially to have been made such by having taken 
certain school studies, is that good thinkers have taken such studies.13

In a volume entitled Transfer on Trial, psychologists Daniel Detterman and 
Robert J. Sternberg conclude that “transfer is rare and its likelihood of occur-
rence is directly related to the similarity between two situations.”14 Enter near 
and far transfer. Near transfer occurs when learning in one area improves 
learning in another very similar area. If learning to play the piano makes 
it easier to learn to play the organ or the accordion, this would be a case of 
near transfer. Hardly surprising. Far transfer occurs when learning in one 
area improves learning in a very different kind of area. If learning to play the 
piano improves mathematical skills, or if learning Latin improves the ability 
to play the piano, we would have cases of far transfer. Far more surprising. 
And far less likely!
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Enter as well the high road and the low road to transfer. Low road transfer 
is transfer that occurs automatically—​I study music and, lo and behold, my 
math scores go up. High road transfer occurs only when students are ex-
plicitly taught some kind of abstract principle which they learn can be taken 
from one domain and applied to another—​I learn about the mathematical 
basis of musical scales and am taught that these principles can be used in 
math class.15 The most elusive kind of transfer is far, low road transfer—​yet 
nearly all of the claims that we hear for transfer of learning from arts educa-
tion are of this kind.

Let’s look at the evidence.

Does Arts Education Raise Academic Performance?

The evidence used to claim that the arts boost academic performance is 
based on numerous correlational studies.16 But as everyone knows, we 
cannot infer causality from correlation. Correlational studies about arts ed-
ucation and academic performance have been badly misinterpreted and 
used erroneously to buttress the claim of transfer—​which is an inherently 
causal idea.

Correlational studies about arts and academics compare the academic 
profile of students who do and do not study the arts either in school or in 
after-​school programs. A study by education researcher James Catterall is one 
of the most often cited studies in support of the position that arts education 
boosts academic performance.17 He analyzed data from over 25,000 eighth, 
ninth, and tenth graders participating in a 10-​year National Educational 
Longitudinal Study. He classified each child in terms of extent of arts in-
volvement both in and out of school, including attendance at museums. He 
then compared the top and bottom quartile of students (as measured by arts 
involvement) in terms of academic outcomes such as grades, test scores, 
school dropout rate, and boredom in school.

A strong positive correlation was found: compared to “low arts involved” 
students, “high arts involved” students had stronger academic achievement, 
performed more community service, watched fewer hours of television, and 
reported less boredom in school. This effect could not be explained away as 
a function of social class, with upper middle–​class kids going to academ-
ically strong schools that have not cut the arts:  the same positive relation-
ship held for a sub-​analysis of the top and bottom socioeconomic quartile of 
students (which totaled 6,500 students). This study is cited again and again 
as showing that arts education causes academic skills to grow.
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Another highly cited study comes from Stanford anthropologist Shirley 
Brice Heath.18 She reported that at-​risk students who participate in after-​
school arts organizations for at least nine hours a week over the course of 
at least a year are ahead of a random national sample of students on a wide 
range of academic indicators:  their school attendance is higher, they read 
more, and they win more academic awards. Again, a correlational, not a 
causal, study.

And perhaps the most widely cited bit of correlational data comes from the 
College Board. Every year the College Board releases data on the correlates 
of scores on the verbal and mathematics SAT, the tests most colleges and 
universities in the United States require as part of an entrance application. 
Their findings consistently show that the more years of high school arts 
classes students take, the higher their verbal and math SAT scores.

These are the kinds of findings that are cited by arts advocates as proof 
that arts education raises test scores. But all that these three bodies of data 
show is that students in the United States who choose to study the arts are 
students who are also high academic achievers. While this could mean that 
studying art causes students to gain academically, it could also mean that the 
students who choose to take art classes are high achieving to begin with. This 
is what we call a selection effect: high achievers are, for whatever reason, 
selecting themselves into art classes. Recall Thorndike’s shrewd observation 
that the reason we think good thinkers are made by certain kinds of courses 
is that good thinkers take these courses.19

Take a look at how studies such as these have been used erroneously to 
support the claim that studying the arts causes test scores to rise. Here is how 
Catterall’s findings are described in a 2006 report prepared by the National 
Assembly of State Arts Agencies in the United States:

Students who participate in arts learning experiences often improve their 
achievement in other realms of learning and life. In a well-​documented na-
tional study using a federal database of over 25,000 middle and high school 
students, researchers from the University of California at Los Angeles found 
students with high arts involvement performed better on standardized achieve-
ment tests than students with low arts involvement. Moreover, the high 
arts-​involved students also watched fewer hours of TV, participated in more 
community service, and reported less boredom in school.20

While this quote does not directly claim causality, the first sentence cer-
tainly implies it (note the use of the verb improve). But another explanation 
of the correlation  could be that arts involvement leads to fewer hours of 
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TV watching because students are busy doing art, and it is the lesser TV 
watching that is boosting academic performance.

What is most probable, however, is that selection effects are at the root of 
these kinds of correlations. Here are some possible reasons why high aca-
demic achievers (no matter what their socioeconomic status) may be more 
likely to choose to study the arts than low academic achievers—​that is, to se-
lect into the arts. First, high academic achievers may attend schools strong in 
both academics and the arts. Second, they may come from families that value 
both academics and the arts. Third, they may have high energy and thus have 
time for and interest in both academics and the arts. And fourth, as our most 
selective colleges become more competitive each year, students may feel they 
need to build resumes showing strength in a non-​academic area, such as one 
or another art form.

There is some intriguing evidence for the high-​energy hypothesis in the 
study by Heath mentioned earlier.21 Her study included not only students 
involved in after-​school arts organizations but also those in two other kinds 
of after-​school organizations—​those focusing on sports, and those focusing 
on community service. All three groups were intensively involved in their 
choice of organization. Heath allowed us access to her unpublished data, and 
we compared the likelihood of winning an academic award among the arts 
and the sports students. While both groups were significantly more likely to 
win an academic award than a random national sample of students, the two 
groups did not differ in proportion of awards. Eighty-​three percent of the 
group of arts-​involved students and 81% of the sports-​involved students won 
an academic award, compared to 64% of the national sample. The finding 
that both intensively involved arts and sports students did well academically 
is consistent with the possibility (though does not prove it) that these are 
highly motivated students to begin with. Perhaps their drive is what impels 
these students both to involve themselves in an after-​school activity in a se-
rious way and to do well in school.

Further support for the energy hypothesis comes from a point made by 
arts educator Elliot Eisner.22 He compared the SAT advantage of students 
taking four versus one year of arts to that of students taking four versus one 
year of an elective academic subject such as a science or a foreign language. 
He found that students who specialized in any subject, whether arts or an 
academic elective, had higher SATs than those who had only one year in that 
subject (with academic specialization yielding a far greater advantage than 
arts specialization)! For example, in 1998, while students with four years of 
arts had verbal SAT scores that were 40 points higher than scores of those 
with only one year of arts, those with four years of a foreign language had 
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verbal SAT scores that were 121 points higher than scores of those with only 
one year of foreign language. Similarly, while students with four years of arts 
had mathematics SAT scores that were 23 points higher than scores of those 
with only one year of arts, those with four years of science had mathematics 
SAT scores that were 57 points higher than scores of those with only one year 
of science. Students who specialize or focus might have higher energy than 
those who do not specialize, and this higher drive could account for their 
higher academic achievement. A causal explanation is also possible (though 
not demonstrated by these data): the very process of sticking to something 
and getting better at it (whether art or an academic subject) might spill over 
into other areas—​by virtue of the student having developed grit23 or a belief 
that intelligence is malleable through hard work24 (or both).

As noted, another reason for the strong correlation between arts study 
and SAT scores could be that our highest achievers study the arts in order to 
enhance their chances of admission to selective colleges. The academic pro-
file of students choosing to take the arts has risen consistently over the last 
decade. When we plotted the relationship between SAT score and taking four 
years of arts in high school (compared to taking no arts), we found that this 
relationship grew stronger each year, beginning with the first year in which 
the data are available, 1988, and continuing through 1999 (the last year of 
data we examined).25 The comparative advantage for students with four years 
of arts grew greater each year.

Using a large national database and sophisticated data analyses, two policy 
researchers, E. Michael Foster and Jade V. Marcus Jenkins, demonstrated that 
selection factors do indeed explain the association between arts involvement 
and academic achievement.26 They showed that children who participate in 
the arts come from families with more resources, and children who partic-
ipate in music and performing arts have higher IQ scores before choosing 
to participate. When the researchers adjusted for these and other kinds of 
factors, there was no association between participating in the arts and cog-
nitive outcomes.

An examination of the relationship between arts study and academic 
achievement in other countries proves extremely instructive and casts doubt 
on all of the American hoopla. In the Netherlands, students who take arts 
electives in high school attain the same educational level as those with no 
arts electives.27 This study, which controlled for students’ socioeconomic 
status, shows that in the Netherlands, taking the arts in high school does not 
predict ultimate educational level attained.

Most tellingly, in the UK, the more arts courses taken in high school, the 
poorer the performance on national exams at the end of secondary school.28 
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The authors explained this finding by noting that in the UK, the only students 
who are permitted to prepare for more than one arts subject for their sec-
ondary school exams are those who choose an arts over an academic track 
(making it likely that many who choose this track will academically weak).
This stance contrasts sharply with educational policy in the United States. 
Academically weak students in the United States are steered into remedial 
academic courses, not into the arts. The comparison between the findings in 
the United States and those in the Netherlands and the UK suggest that the 
relationship between arts study and academic achievement is not a causal 
one but instead reflects different cultural values about who should study the 
arts and why. Would someone in the UK or the Netherlands say that one 
should avoid the arts because they destroy the mind?

Even if self-​selection (high achievers choosing to study arts) explains the 
correlation in the United States, there might still be some causal force at work. 
Might it not be that once high achievers self-​select into the arts, the arts then 
foster cognitive skills which translate into even higher academic performance? 
Lois Hetland, Monica Cooper, and I  put this idea to the test by examining 
the data in James Catterall’s study.29 Catterall reported longitudinal data on 
students who self-​selected into the arts in eighth grade and remained highly 
involved in the arts through twelfth grade. If both factors were at work, we 
would expect the strength of the relationship between arts involvement and 
academic performance to grow stronger over the years. But not so. The sta-
tistical effect size showing the relationship between studying the arts and 
academic achievement remained unchanged from eighth to tenth to twelfth 
grade. Although these data come from only one study, they come from a very 
large-​scale study: there were 3,720 students who were highly involved in the 
arts from the eighth through twelfth grades, and the same number not partic-
ularly involved in the arts over that time period. The data fail to support the 
view that the arts are causing the academic achievement of these students to be 
higher than that of students relatively uninvolved in the arts.

So how can we figure out whether the arts are having some kind of causal 
influence on academic performance? Studies can compare students who 
get a rich versus a lean arts education; they must assess academic perfor-
mance on some measure (such as an achievement or aptitude test) prior to 
their experience in the arts, showing that the two groups are equivalent, and 
then look at whether performance on that measure rises significantly more 
for those in the arts education group after a significant amount of time has 
elapsed. These are experimental designs and they are far more difficult to 
carry out than correlational studies.
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In addition, one really needs a true experimental design—​which 
means randomly assigning students and teachers to arts versus non-​
arts groups. Since this kind of study is nearly impossible to carry out in 
the messy world of schools, and might not get approval by a university’s 
Institutional Review Board owing to the ethics of assigning students to 
groups, researchers usually rely on quasi-​experimental designs. That 
means students are not randomly assigned to art and non-​art, but instead 
self-​select (or not) into the arts.

A key issue in experimental and quasi-​experimental studies is the nature 
of the control group. For any conclusion to be drawn, the arts and control 
group must have students matched at pretest on the outcome in question, 
and must have teachers of similar quality. Of course, matching teachers is 
extremely hard to do since schools that are strong in the arts might attract 
different kinds of teachers (maybe more progressive ones) than schools that 
cut the arts.

Ideally, the arts students should be compared to a control group of students 
getting some other new kind of specialized program, like chess or fencing. 
This is because any new program is likely to have positive initial effects. The 
energizing effect of a new program on both teachers and students is called 
the “Hawthorne effect.”30

In the late 1990s, Lois Hetland and I decided to take a close look at all of 
the experimental studies from 1950 to 1999 (published and unpublished, 
and appearing in English) that had tested the claim that studying the arts 
leads to some form of academic improvement.31 We called our project the 
REAP project (for Reviewing Education and the Arts). In one analysis, we 
combined studies that compared children before and after getting high and 
low exposure to the arts in their schools. When these studies were combined 
statistically, yielding one large study (called a “meta-​analysis”), the students 
in the high arts groups gained no more than those in the low arts groups on 
verbal or mathematics skills. We were not surprised because we could see no 
theoretical reason to expect learning in the arts to improve academic achieve-
ment. The ways of thinking learned in the arts are really very different from 
the skills assessed by verbal and math multiple-​choice tests or by grades in 
traditional academic subjects. The arts are not a magic wand. Alas, we en-
raged the arts advocacy community, who felt that we were providing ammu-
nition to those who wanted to cut the arts by revealing that the arts do not 
boost test scores. Instead, we wanted to change the conversation about the 
reason to have arts education. More on that later in the “In Sum” conclusion 
to this chapter.
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But Doesn’t Music Make You Smarter?

Maybe the problem is that we were looking at studies that compared students 
getting “the arts” to those not getting the arts. We can’t tell whether these 
students were taking classes in visual arts, music, theater, dance, or some 
combination. Maybe this matters.  And so we also looked at studies that 
tested the effects of specific art forms.

When I give talks on this topic, I often show a slide of a guitar store with 
a sign in front saying “Playing Music Makes You Smarter.” Doesn’t this feel 
right? After all, learning to play an instrument requires discipline, attention, 
memory, and listening skills. Might these skills then transfer to other areas 
of learning?

While this claim seems plausible, it remains very difficult to prove. To be 
sure, there is a positive correlation between taking music classes and SAT 
scores.32 But with sophisticated statistical analysis, the correlational findings 
on music and SATs fall by the way side. When Kenneth Elpus compared the 
scores of over one million students who had taken at least one high school 
music course to scores of students without such a course, he controlled for 
socioeconomic status, time use, prior academic achievement, and school at-
titude.33 With these factors held constant, there was no SAT advantage for 
the music students. What this shows is that it is selection effects that explain 
positive correlational findings: students who are academic achievers to begin 
with are those who select into music classes. But this should not be taken to 
mean that musicians are smarter than the rest of us, for when adults with 
and without music training are compared on overall IQ, there is no advan-
tage for the musicians34 though there may be a correlation between music 
aptitude and IQ, as discussed later on. And of course, high achievers not only 
select into music but also into other kinds of academic classes.

One study can be interpreted as showing either that music training raises 
academic achievement and standardized test scores or that children with 
high cognitive ability are those who persist at music.35 This study showed 
a strong correlation between persistence at music lessons from age 8 to 17 
and various cognitive outcomes. The researchers used a statistical method 
called “propensity scoring,” by which each participant in the music group 
is matched with an individual in a control group on a variety of variables 
that might explain this link (e.g., socioeconomic status, parent’s personality, 
parents’ involvement with the child’s school success). Those who persisted 
for nine years in music outperformed those who persisted in either sports, 
theater, or dance for that same amount of time. But for us to be certain that 
the music training is causing the achievement outcomes, we would have to 
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be certain that all of the variables on which children were matched were the 
relevant ones and no other important ones were left out. Children in the 
music and other groups were not matched on IQ, for example. And how 
could they be, since cognitive achievement was the outcome of interest? If 
children with higher IQ are those who gravitate to music lessons, and espe-
cially are those who persist over many years, then we have a selection effect, 
not a causal finding!

Here is a potentially complicating fact: psychologist Glenn Schellenberg 
of the University of Toronto conducted a widely cited study (using a true 
experimental design) of the effects of music education on IQ.36 He took 144 
six-​year-​olds and randomly assigned them to either keyboard music lessons, 
vocal music lessons, drama lessons, or no lessons at all. Lessons were given 
in groups of six and spanned 36 weeks. He administered an  IQ test (the 
Wechsler Intelligence Scale for Children) before the lessons began and after 
they ended. When the two music groups were combined, they gained nearly 
(but not quite) three points more in IQ than the non-​music group. This 
small difference proved statistically significant! Schellenberg suggested that 
this improvement could be due to music training being very “school-​like”—​
it involves sitting still, reading notation, and homework (practicing).37 And 
we know that school attendance is associated with IQ gains.38

A few subsequent studies have also asked whether music training boosts 
either IQ or other kinds of cognitive tests, some of these true experiments 
with random assignment, some quasi-​experimental, simply following chil-
dren who do and do not self-​select into music lessons. One experimental 
study found that children assigned to music training gained significantly 
more in reading than others assigned to a painting condition.39 However, 
another experimental study reported no effects of music (versus visual arts) 
training on spatial-​navigational reasoning, visual form analysis, numerical 
discrimination, or receptive vocabulary.40 A  recent  meta-​analysis of exper-
imental studies (totaling 3085 participants) showed a very small relation-
ship between music training and cognitive outcomes; most importantly, the 
more rigorously designed the study, the smaller the relationship, leading the 
researchers to conclude that previously reported positive relationships are 
probably due to either placebo or selection effects.41 Hence, there is no firm 
and consistent finding that music training enhances non-​music cognition.

Schellenberg has gone on to demonstrate that the link found in cor-
relational studies between duration of music training and IQ is actually 
explained by music aptitude.42 He gave musically trained and untrained 
adults a nonverbal intelligence measure, the Raven’s Advanced Progressive 
Matrices, which involves completing visual patterns in a logical manner), as 
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well as a musical aptitude test (the Musical Ear Test). Yes, music training did 
correlate with IQ. But music aptitude also correlated with IQ. Here are the 
two important findings: when he controlled (statistically) for music aptitude, 
the relationship between training and IQ disappeared. But when he did the 
reverse—​controlling for training—​the relationship between music aptitude 
and IQ remained. What this shows is the reason behind the relationship 
between taking music lessons and higher IQ. Children with higher musical 
aptitude are the ones who persist at music lessons, and music aptitude and 
IQ are correlated.

Surely Music and Math!

During the 2010 Macy’s Thanksgiving Day Parade, a Sesame Street float 
promoting the value of music was accompanied by an announcement that 
“Studies show that kids who play music learn math and science even better.” 
Doesn’t everyone know that music improves math? Correlational findings 
between music training and math achievement are not relevant since we 
can’t know whether the positive associations between music and math found 
are due to music training or self-​selection into music by individuals with 
math skills. What about the experimental studies?

A few experimental studies (assigning children to music training or 
non-​music training) have tested the claim that training in music improves 
mathematics achievement. The findings are a mixed bag. Some show a 
positive relationship. One found that children assigned to music lessons 
did better on math tests compared to control groups—​but only when the 
music training began before age seven.43 Another showed that a spatial 
program led to more growth in math when that program was combined 
with music keyboard training than when it was combined with English-​
language training.44 But other studies show either a negative effect (the 
musically trained kids do worse), inconsistent findings, or no relationship 
at all.45

It has also been claimed that music and math aptitude are correlated—​
that musical people are also mathematical, and mathematicians are more 
musical than the rest of us. To investigate this, we surveyed two groups 
of individuals—​those with doctorates in mathematics and those with 
doctorates in either literature or a language.46 The mathematicians reported 
no higher levels of either musicality or musicianship than the humanists. 
Moreover, even among those who reported high levels of facility with an 
instrument and/​or sight-​reading abilities, mathematicians did not report 
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significantly greater levels of musicality than did the literature or language 
scholars.

Given the lack of evidence for mathematicians being unusually musical, 
one must ask why the belief in the “musical mathematician” is so prevalent. 
Likely this comes from the mathematical structure of music and from the 
ancient tradition of treating the study of music as a mathematical discipline. 
Because music has underlying mathematical properties, it easily lends itself 
to being a subject of mathematical analysis. However, despite music’s math-
ematical structure, the ability to create music may not require particularly 
high levels of mathematical thinking.

The belief in the “musical mathematician” may also be strengthened by 
a confirmation bias.47 We notice mathematically talented people who are 
musical but fail to notice those who are not. For example, it is well known 
that Einstein was a reasonably accomplished violinist. The New York Times 
published a story about the musical talents of Harvard mathematician 
Noam Elkies.48 But how many of us know that physicist Richard Feynman 
“found music almost painful”49 despite his proclivity with the bongo drum? 
Similarly, non-​mathematicians who are musical may fail to attract our at-
tention. Compared to the number of people knowing that Einstein was a 
musician, my guess is that far fewer people know that the writer James Joyce 
was highly musical50 and that the philosopher Jean-​Jacques Rousseau wrote 
an opera.51

How About the Mozart Effect?

We also hear hype about a special relationship between music and spatial 
abilities—​particularly the ability to look at a visual form or pattern and im-
agine moving that form or pattern around in space (by folding it or rotating 
it). This is the kind of ability we might rely on in order to decide how best to 
rearrange the furniture in our living room. The original Mozart effect studies 
showed that adults who just listened to brief segments of Mozart and other 
classical music temporarily improved their spatial reasoning skills. Later 
came studies testing whether engaging in making music improves spatial 
reasoning in children.

The “Mozart effect” entered into our lexicon after the prestigious 
journal, Nature, published a letter by Frances Rauscher, Gordon Shaw, and 
Katherine Ky.52 These researchers reported that college students who listened 
to 10 minutes of Mozart scored significantly higher on a spatial reasoning 
test than control groups who listened to a 10-​minute relaxation tape, or who 
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just sat in silence for 10 minutes. Of course, this report led many labs to carry 
out similar studies in an attempt to replicate these surprising findings. And 
the media went wild, making claims like listening to Mozart will get you into 
Harvard, and the like.

Our REAP team conducted a meta-​analysis of the many Mozart effect 
studies that followed and reported an overall significant positive effect on 
certain kinds of spatial tasks (but not others)—​just on those that required 
transforming visual images mentally.53 But it was not clear what conclusion 
could be drawn because another researcher,  Christopher Chabris, carried 
out his own meta-​analysis using a somewhat different group of studies and 
found no significant effect.54

Glenn Schellenberg offered his own clarification on the matter by 
demonstrating  that while the Mozart effect can be replicated, it really has 
nothing specifically to do with music. Rather, it has to do with being in a 
state of positive arousal. We know that people perform worse on tests when 
in a negative mood or when bored and perform better when in a positive 
mood.55 The initial Mozart effect study compared people after listening 
to Mozart versus after sitting in silence or listening to a relaxation tape. 
Could the Mozart listening have put these participants in a state of posi-
tive arousal—​ideal for taking a cognitive test? Consistent with this explana-
tion, Schellenberg and his colleagues found that after hearing an energetic 
Mozart piece participants scored higher on a spatial test than after a slow and 
sad Albinoni piece.56

While there have been many attempts to replicate the original Mozart effect 
studies, with some reporting positive results, others null effects, the overall view 
that I have come to is that we cannot conclude that listening to Mozart raises 
spatial reasoning scores. There is just no good theoretical explanation for why 
Mozart should improve our ability to manipulate visual images. Moreover, the 
effect reported in the original study lasted only 10 minutes. Thus, even if there 
were such an effect, it could not have any educational implications (like getting 
you into Harvard).

The psychologist who carried out the original Mozart effect study, Frances 
Rauscher, went on to conduct  a series of studies with young children, 
concluding that the experience of making music improved spatial abilities, 
and this effect was not  restricted to ten minutes. Our REAP team, led by 
Lois Hetland, carried out meta-​analyses on three groups of these studies, di-
vided by their outcome measure.57 The studies that looked at the effect of 
music training on the ability to transform visual images showed a positive re-
lationship. However, there has been one study that looked at long-​term music 
instruction’s effects on spatial abilities. Eugenia Costa-​Giomi randomly 
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assigned children either to piano instruction for three years or to no music 
lessons.58 At the onset of the study, the two groups did not differ in any cogni-
tive skills. After one and again after two years of study, results looked prom-
ising for those rooting for music to improve spatial skills: the music group 
scored significantly higher than the control group at the end of both of these 
years. But after the third and final year of music instruction, the control group 
had caught up to the music group. There were no longer any significant 
differences. We must be cautious, therefore, in assuming that music training 
has the power to strengthen visual spatial skills in any lasting way.

Two Promising Cases of Near Transfer

I don’t want to leave this topic on a negative note. All of the tests of transfer 
I have discussed thus far have been tests of far transfer—​where the original 
domain of learning (an art form) appears quite unrelated to the transfer do-
main (verbal, math, spatial, and IQ tests). There are, I am glad to report, two 
areas where the original and transfer domains seem more plausibly related 
and where there is indeed some respectable evidence for transfer: music and 
phonological skill (both involve sound), and drama and verbal skill (both in-
volve words). I like to say, “Don’t look for transfer if you can’t explain it when 
you find it.” You need a plausible rather than a contrived rationale for any 
transfer found. Here are two cases where near transfer was found and where 
we can provide a plausible rationale.

Music Learning and Phonological Skills That Underlie Reading

Music learning is associated with phonological awareness—​a skill that may 
be an important precursor and predictor of reading skills.59 Phonological 
awareness refers to conscious awareness of the sound structure of words, 
and is measured by responses to questions like these: Can you say the word 
toothbrush without the “br” sound? How many sounds can you hear in the 
word cat? Which word begins with the same sound as cat?—​car, bus, or boy? 
Can you think of a word that rhymes with store?

Correlational studies with young children show that music skills and 
music aptitude are associated with phonological awareness.60 Musicians 
have phonological awareness superior to that of non-​musicians, and music 
aptitude in children correlates with phonological awareness and accounts 
for over 40% of the variance in reading in 8-​ to 13-​year-​olds without any mu-
sical training.61 A  meta-​analysis of experimental studies on this question 
compared one group of children getting music instruction to a control group 
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not getting music instruction, with both groups getting the same amount of 
reading instruction.62 While this study found no significant effect of music 
training on reading fluency, it did show a small but statistically significant 
effect of music training on phonological awareness. When the researchers 
broke phonological awareness down into rhyming versus other phonological 
outcomes, they discovered that it was the ability to rhyme that was affected by 
musical training, but only after at least 40 hours of instruction.

How can this finding be explained? Neuroscientist Nina Kraus has 
pioneered studies showing that music training in childhood strengthens 
auditory pathways in the brain.63 This is referred to as training-​related 
plasticity of the brain. She has gone on to show that two years of music 
training in childhood results in a stronger subcortical differentiation of 
the contrasting sounds of the stop consonants ba versus ga. This is a re-
sponse that is linked to reading skill: better readers show stronger brain 
responses to contrasting speech sounds. Kraus’s study is the first exper-
imental demonstration of brain changes in auditory processing causally 
linked to music training.

Classroom Drama and Verbal Skills

Classroom drama refers to using acting techniques in the regular classroom 
rather than acting on stage. Studies have compared the effect of enacting 
stories versus just listening to the stories. When our REAP team, led by Ann 
Podlozny, synthesized a large number of studies on this topic, we found 
strong effects.64 First, understanding of the stories was stronger when they 
were enacted. This makes perfect sense. When you take an active role in what 
you are learning, you process it more deeply and learn it better. Somewhat 
more surprising was that those in the drama group also performed better 
on understanding new stories, not just the story they had enacted. Perhaps 
acting out stories helped them to learn how to make sense of new ones. 
Most surprising of all was that those in the story enactment groups achieved 
higher reading readiness scores, higher reading achievement scores, higher 
oral language development, and higher writing scores. In short, acting out 
texts rather than just reading them did appear to strengthen children’s verbal 
skills. This is a clear case of near transfer.

Another Approach: The Search for Broad Habits of Mind

Most studies examining transfer from the arts fail to do something very 
important:  they neglect to analyze what is being taught in the arts classes 
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studied. Any plausible theory of transfer needs to be based on an under-
standing of the kinds of thinking skills being taught in the “parent” domain 
(art). Only then does it make sense to ask whether one or more of these skills 
might transfer to learning in another domain of cognition.

If you ask someone what students learn in visual arts classes, you are 
likely to hear that they learn how to paint, or draw, or use a potter’s wheel. Of 
course students learn arts techniques in arts classes. But what else do they 
learn? Are there any kinds of general thinking dispositions (we call them 
“studio habits of mind”) that are instilled as students study arts techniques? 
If so, perhaps here is where to look for transfer.

Lois Hetland and I, along with arts teacher and artist Shirley Veenema and 
arts researcher Kimberly Sheridan, undertook a qualitative, ethnographic 
study of “serious” visual arts classrooms. This resulted in a book called 
Studio Thinking: The Real Benefits of Visual Arts Education, which has been 
adopted by many teachers in the United States and abroad as an organizing 
framework for their teaching.65 Our goal was to shift the conversation about 
the utility of arts education away from test scores and toward broad habits of 
mind. And teachers have told us that this framework proves to be a powerful 
advocacy tool.

Here is what we did. We studied high school visual arts classes in two 
schools where students could concentrate in an art form. We picked these 
schools because we wanted to start with the best kinds of arts teaching. 
These are schools for students with interest and talent in an art form, where 
students spend at least three hours a day working in their chosen art form, 
and where teachers are practicing artists.

After coding what we filmed in the arts classes, we concluded that we had 
found the following potentially generalizable habits of mind being taught at 
the same time as students were learning the craft of painting and drawing.

Engage and persist. The teachers presented their students with projects 
that engaged them, and they insisted that the students stick to a task for a 
sustained period of time. Thus they were teaching their students to focus 
and develop inner-directedness. As one of our teachers said, she teaches 
them to learn “how to work through frustration.”

A reasonable transfer hypothesis: Art students who learn to stick to art 
projects in a disciplined manner over long periods of time may become more 
focused and persistent in other areas of the school curriculum.

Envision (mental imagery). Students were constantly asked to envision 
what they could not observe directly with their eyes. Sometimes students 
were asked to generate a work of art from imagination rather than from 
observation. Sometimes they were asked to imagine possibilities in their 
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works. Sometimes they were asked to imagine forms in their drawings that 
could not be seen because they were partially occluded. And sometimes they 
were asked to detect the underlying structure of a form they were drawing 
and then envision how that structure could be shown in their work.

A reasonable transfer hypothesis: If art students in fact become better at 
envisioning in art class, they may transfer this skill to a scientific area where 
envisioning is required, such as reading radiographic images or examining 
archeological ruins.

Express (personal voice). Students were taught to go beyond craft to convey 
a personal vision in their work. As one of our drawing teachers said, “Art is 
beyond technique. . . . I think a drawing that is done honestly and directly 
always expresses feeling.”

A reasonable transfer hypothesis:  Art students who become better at 
conveying a personal vision (going beyond technique) may bring this skill 
to essay writing.

Observe (notice). “Looking is the real stuff about drawing,” one of our 
teachers told us. The skill of careful observation is taught all the time in 
visual arts classes and is not restricted to drawing classes where students 
draw from the model. Students are taught to look more closely than they or-
dinarily do and to see with new eyes.

A reasonable transfer hypothesis: Art students who learn to look more 
closely at the world and at works of art may bring these improved observa-
tional skills to a scientific area such as medical diagnosis (and see later dis-
cussion here for just such a finding!).

Reflect (meta-​cognition/​critical judgment). Students were asked to be-
come reflective about their art making and we saw this reflection take 
two forms. One we called “question and explain.” Teachers often asked 
students to step back and focus on what they had produced, or how they 
had produced it. Their open-​ended questions prompted students to reflect 
and explain, whether aloud or even silently to themselves. Students were 
thus stimulated to develop meta-​cognitive awareness about both product 
and process. The other we called “evaluate.” Students got continual prac-
tice in evaluating their own and others’ creations. Teachers frequently 
evaluated student art informally as they moved about the room, as well 
as more formally in regular critique sessions. Students were also asked to 
make evaluations themselves—​they were asked to talk about what works 
and what does not work in their own pieces and in ones by their peers. 
Thus students were trained to make critical judgments and to justify these 
judgments.
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A reasonable transfer hypothesis: Art students who develop meta-​cognitive 
awareness about their artworks and about their working process may show 
more meta-​cognitive awareness in other areas of the curriculum—​for ex-
ample, improving in their ability to revise their writing.

Stretch and explore. Students were asked to try new things—​to explore and 
take risks. As one of our teachers said, “You ask kids to play, and then in one-​
on-​one conversation you name what they’ve stumbled on.”

A reasonable transfer hypothesis: Art students who become comfortable 
with making mistakes and being playful may be willing to take creative risks 
in other areas of the curriculum.

These habits are important in a wide range of disciplines, not only in the 
visual arts. But while I listed one or more reasonable transfer hypotheses for 
each habit we saw being taught, transfer cannot be assumed to occur without 
experimental evidence. There is some evidence now that the habits of ob-
servation and of envisioning may transfer from the arts to more “scientific” 
domains.

Observe as a General Habit

In 2001, a paper published in the Journal of the American Medical 
Association, a premier medical journal, reported that when medical 
students were taught to look closely at works of art, they better medical 
observers.66 Students at Yale Medical School were randomly assigned 
to one of three groups. Those assigned to the art group each studied a 
preselected painting at an art museum featuring a human figure. They 
were instructed to look for 10 minutes and then to describe the person 
in the painting in detail to four other students. It was not enough to say 
that someone looked sad. Instead, students were to talk in detail about the 
person’s facial features. A control group was taught how to take a patient’s 
history and conduct a physical examination. And a lecture group listened 
to lectures about abdominal X-​ray images.

Before and after this intervention, students were given a test related to 
medical diagnostic skill. They were shown photographs of people with med-
ical disorders and were given three minutes to describe what they saw (but 
not to diagnose). The more features relevant to a diagnosis they noted, the 
higher their score.

The findings were quite striking. Groups did not differ at pretest, but the 
art group had significantly higher scores at post-​test. Students in the other 
two groups were more likely to describe the photographs in very general 
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terms. Clearly looking closely at works of art depicting faces strengthened 
these students’ observational skills in a way highly relevant for medical di-
agnosis. As a result of this study, medical schools around the country have 
begun to offer similar art observation programs extending over longer 
periods of time to train diagnostic skills.67

One might ask whether this intervention was specific to the arts. Students 
could just as well have been trained to look at one another’s faces closely. 
Perhaps this would have worked as well. But the arts provide a very easy 
way to train looking skills given a very wide variety of faces—​different ages, 
ethnicities, and in all sorts of intimate settings that one would not normally 
be privy to. This is a bonus effect of the arts, and could have the added payoff 
of getting students interested in the visual arts.

Envision as a General Habit

My colleagues and I have some evidence that learning to envision in visual 
arts classes fosters geometry performance, at least when it comes to purely 
spatial reasoning divorced from the learning of theorems.68 We compared 
students majoring in either visual art or theater in an arts high school, 
examining their performance on the kind of spatial reasoning that geometers 
use. For example, we showed them two overlapping squares along with a list 
of shapes and asked them to identify the one shape that could not be formed 
by the overlap. Another question showed two triangles: the task was to draw 
a four-​sided shape that combined both triangles, with the stipulation that the 
triangles could not overlap and no two sides could be parallel. These kinds 
of questions require imagining (envisioning) shapes mentally. We tested the 
students at the beginning of high school, as they entered ninth grade, and 
then at the end of their tenth-​grade year. Students majoring in art entered 
ninth grade with superior spatial skills (a selection effect, likely), but also 
grew significantly more in these skills than did those majoring in theater (a 
training effect, we think).

These two habits of mind—​observe and envision—​are not the kinds of 
skills picked up by SAT tests, but my doctoral student Jillian Hogan is hard 
at work developing reliable measures of these habits. These habits of mind 
are very important ways of thinking that will stand students in good stead 
for just about anything they may choose to do. It is my hope that other 
researchers will look at some of the other habits of mind we describe, de-
velop measures of learning of these habits, and test for their transfer to a 
plausible domain.
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In Sum: Let’s Look to Habits of Mind, Not Academic Test Scores

In this chapter I have reviewed claims about the effects of arts education 
on cognition, pointing out mistaken interpretations of findings leading to 
bogus and implausible claims. The clear conclusion is that students in arts-​
centered schools do not perform better academically than do those in more 
traditional schools. And music does not make kids smarter, more mathemat-
ical, or more spatial.

But if we focus on just what arts teachers are actually trying to teach, we 
can see other kinds of outcomes that we might look at as potential transfer 
outcomes. These are the broad habits of mind that are used in each art form. 
If we want to go that route, we need to figure out the habits of mind that 
are central to each art form, and then we need to develop ways to measure 
how well such habits are learned in the art form, and whether they transfer 
to other domains. Jillian Hogan is now analyzing habits of mind taught in 
music classes,69 and Thalia Goldstein, a former doctoral student of mine, is 
doing the same thing with theater classes.

Suppose we find that the habits of mind learned in the arts do not 
transfer? Should we then eliminate the arts from our schools? To counter 
this possibility, we need to distinguish core from instrumental justifications 
for teaching the arts. Core justifications should always be the most impor-
tant: acquiring an understanding of the arts is intrinsically important, just 
as is acquiring an understanding of the sciences. This is of course a value 
judgment, not something that can be proven or disproven. But to justify this 
value judgment, I would point out that the arts are ubiquitous; no human 
society has been without them; and the arts offer a way of understanding un-
available in other disciplines.

We could also argue that athletics is intrinsically important for our 
children—​another value judgment. Now, suppose coaches began to claim 
that playing baseball increased students’ mathematical ability because of the 
complex score-​keeping involved. Then suppose researchers set out to test 
this and found that the claim did not hold up. Would school boards react by 
cutting the budget for baseball? Of course not. Because whatever positive ac-
ademic side effects baseball might or might not have, schools believe sports 
are inherently good for kids. We can and should make the same argument 
for the arts: the arts are good for our children, over and above any non-​arts 
benefits that the arts may in some cases have. Just as a well-​rounded educa-
tion requires education of the body through physical education, a balanced 
education requires study of the arts.
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Moreover, the study by Foster and Jenkins discussed earlier did demon-
strate one important positive outcome of involvement in the arts in child-
hood.70 Children who took music lessons were 22 percentage points more 
likely to participate in the arts in young adulthood compared to those who 
did not take music lessons. And children who were involved in dance and 
drama were 26 percentage points more likely to participate in the arts in 
young adulthood, and to participate more frequently, compared to those 
not involved. If we believe that the arts contribute positively to quality of 
life, then here is one strong intrinsic justification for our schools spending 
money on arts education. As philosopher Nelson Goodman quipped, 
“Education should not be half-​brained.”



	 CHAPTER 13	� The Lives of Others
Fiction and Empathy

I hope to have convinced you that claims about arts education raising our 
IQs and elevating our children’s verbal and math test scores are overblown 
and wrong-​headed. Far transfer is exceedingly difficult to demonstrate, prob-
ably because it rarely occurs. I hope I have also convinced you that lack of 
such far transfer “side effects” should have no bearing on the value we place 
on the arts in our lives, and on the value we place on the arts as a funda-
mental part of every child’s education. 

Is empathy a more plausible arts education outcome to consider than 
test scores? Many seem to think so. Bill English, Artistic Director for San 
Francisco Playhouse, says about his theater, “We like to think of ourselves 
as our community’s empathy gym. It’s a place where we come to work out 
our powers of compassion.” Read what Stanford neuroscientist Jamil Zaki, 
empathy researcher, has to say: “I think of lots of different forms of art as 
empathy boot camp. . . . The arts . . . provide you with a very low risk way of 
entering worlds and lives and minds that are far from what you would nor-
mally experience.”1

 It is the narrative art forms—​fiction (or nonfiction biographies), the-
ater, and film—​that most clearly invite us to do this. And so it is that 
claims about art and empathy are made most often for the narrative arts. 
Cases in point:  psychologists Raymond Mar and Keith Oatley postulate 
that “consumers of literary stories experience thoughts and emotions con-
gruent with the events represented by these narratives.”2 Referring to the 
characters in the novels of Charles Dickens and George Eliot, philosopher 
Martha Nussbaum remarked, “It is impossible to care about the characters 
and their well-​being in the way the text invites, without having some very 
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definite political and moral interests awakened in oneself.”3 Nussbaum’s po-
sition is that reading literature helps us practice empathy—​we put ourselves 
into the shoes of another—​often of others very different from ourselves, and 
this transport humanizes the other.4

Fundamental here is the concept of simulation. On this argument, 
when we see human beings represented in literature, we project ourselves 
into their bodies and minds and simulate what they are experiencing. 
And when we enact characters on stage, we do the same thing—​simulate 
what our fictional character is experiencing. This is empathy as it is com-
monly construed—​stepping into the shoes of another. Where better to 
have this kind of experience than with works of literature, either read or 
enacted? Of course, we can do this in “real life,” by interacting with actual 
others. And perhaps immediate interaction with others builds empathy 
more so than does interaction with imaginary characters. But in fiction we 
are offered rich descriptions of a person’s hidden motivations and secret 
wishes, while in real life we just have to guess without the benefit of a tell-​
all narrator. In addition, in fiction we can simulate others’ inner lives in a 
low-​cost way: a mistaken simulation of someone’s experiences in order to 
determine her motives or beliefs does not lead to bad consequences with 
fictional characters but can in real-​world interactions. And where else but 
in literature do we get to encounter such a wide variety of human types, 
from Captain Ahab in Moby Dick to King Lear, from Jane Eyre to Emma 
Bovary, often so different from ourselves in time, space, and mind? And 
where else but in literature can we try out such a wide variety of roles 
safely because we are only in an imaginary world—​whether between the 
covers of a book, or watching a drama on film or on stage?

In this chapter, I  examine the evidence that reading literature inspires 
empathy.5 I then turn to the question of whether the experience of acting out 
literature might have an even stronger effect. But first, let me disentangle 
what we mean by the term empathy.

Three Kinds of Empathy

Empathy has several senses. It can mean knowing what someone is feeling: I 
see your mouth turn down and I guess that you are feeling sad. I call this 
cognitive empathy.6 It goes without saying that this ability to grasp what others 
are feeling is a critically important social skill. Most investigations into the 
effects of the arts on empathy have focused on cognitive empathy—​perhaps 
because this is the easiest one to measure.
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Empathy can also mean feeling what that person is feeling: I see tears in 
your eyes and I  feel your sorrow. This is a kind of vicarious mirroring of 
another’s internal state and I call this emotional empathy.7

And finally, empathy can mean acting to help someone else:  I risk my 
life to hide a Jewish family in Nazi-​occupied Europe; I send money to alle-
viate starvation halfway around the world; I see tears in your eyes and I try 
to comfort you. I call this compassionate empathy, but others have called this 
sympathy8 or altruistic or prosocial behavior.9

Individuals differ in their empathic abilities. Those on the autistic spec-
trum have difficulty reading other people’s thoughts and emotions from fa-
cial expressions and tone of voice; sociopaths may be able to read others’ 
internal states but do not care about the suffering of others.10 If the narrative 
arts can strengthen empathy, findings could thus have clinical uses.

Most people would agree that empathy is a good thing. And if the narra-
tive arts can build empathy, that could be one reason why these forms have 
always had such power over us, ever since stories began to be told . . . and 
retold. However, empathy is not always good. Psychologist Paul Bloom11 has 
pointed to some of its pitfalls, leading us to feel for people who are near us 
and who are like us, and to be insensitive to the suffering of those far away 
and very different from ourselves. But my question here is not the value 
of empathy; it is whether engaging in fictional worlds with fictional others 
increases one or more forms of empathy.

Literature: Projecting Ourselves into the Lives of Others

When well and convincingly crafted, fictional characters almost come alive for 
us. We know they are fictional but we cannot help but think of them as living 
outside of the covers of the book. We ask authors to tell us what happened to 
the characters after the book ended, as if they have gone on living and have 
some kind of independent agency. In her book, Why We Read Fiction, literary 
theorist Lisa Zunshine12 says that when her students read Jane Austen’s Pride 
and Prejudice, they argue about whether Elizabeth Bennet slept with Mr. Darcy 
before marriage, as if this were something that could be factually resolved. We 
love our fictional characters and want to keep living with them. That’s why many 
people were in a frenzy every time a new Harry Potter book was released. Sick of 
Sherlock Holmes, Arthur Conan Doyle murdered his creation in the 1893 story, 
“The Final Problem.” But the public was not sick of Holmes. They mourned 
for him and begged Doyle to revive him. He gave in when he published “The 
Empty House,” in 1903. And fans were livid when George R. R. Martin failed to 
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complete a book in the Game of Thrones series within what they considered an 
acceptable time frame: they wanted to know “what happened.”13

The fictional characters we love are very different from ourselves. As 
mentioned, Martha Nussbaum thinks that reading about “the other” builds 
empathy—​literature can “wrest from our frequently obtuse and blunted 
imaginations an acknowledgment of those who are other than ourselves, both 
in concrete circumstance and even in thought and emotion.”14 Philosopher 
Richard Rorty15 concurs. He points to books about injustice—​Harriet Beecher 
Stowe’s Uncle Tom’s Cabin and Victor Hugo’s Les Miserables—​and suggests 
that by learning about the destructive effects of cruelty, readers will become 
less cruel in their own behavior. It is said that when Harriet Beecher Stowe 
met President Abraham Lincoln in 1862 he said to her, “So you’re the little 
woman who wrote the book that made this great war.” Whether or not this 
story is actually true, and it is disputed, it nicely captures the belief that liter-
ature can change minds and change behaviors.16

The belief that reading fiction makes us better, more empathetic human 
beings sounds right. But is it so? Philosopher Gregory Currie is skeptical:17 
“Many who enjoy the hard-​won pleasures of literature are not content to reap 
aesthetic rewards from their reading; they want to insist that the effort makes 
them more morally enlightened as well. And that’s just what we don’t know 
yet.” We do know, however, that great writers are not always morally good. 
Poet Ezra Pound was a fascist, T. S. Eliot was an anti-​Semite.

Suzanne Keen, author of Empathy and the Novel,18 wanted to find out 
whether reading made people act more compassionately, and so she 
examined 411 responses to Rohinton Mistry’s A Fine Balance, a novel 
depicting the suffering of characters trapped by poverty and injustice in 
India, responses readers had submitted to Oprah Winfrey’s website.19 The 
majority of respondents stressed the emotional experience of reading, in-
cluding feelings of empathy for the characters and crying. Not one person 
mentioned actually doing something to combat poverty and injustice as a 
result of reading the novel. Instead, the most common action reported was 
to recommend the novel to others. But psychologists would not count this 
as evidence against the claim that fiction makes us more compassionate. 
Readers of this book may not have realized how this book had changed them 
and may not have connected later actions and attitudes to having read this 
book. They may also have failed to act because they felt powerless to combat 
poverty and injustice. I do know of one reader who knew how a book made 
her more compassionate:  a sensitive child who stopped eating pork after 
reading Charlotte’s Web, E. B. White’s novel about a cherished pet pig rescued 
from the slaughter house. This behavior has persisted into her adult years.
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Could we turn to brain evidence to resolve the debate about whether fic-
tion reading makes us better at empathy? We know that when we read fic-
tion, brain areas used in theory-​of-​mind tasks are activated.20 Does fiction 
reading improve cognitive empathy by continuously activating the brain area 
involved in social simulation?

Psychologists have tried to resolve this debate. They have asked whether 
fiction reading improves any or all three kinds of empathy after we close the 
pages of a book and step back into the actual world. They have done this in 
two ways: by comparing fiction to nonfiction readers on some measure of 
empathy (correlational studies); and by randomly assigning some people to 
read fiction, others to read nonfiction or not to read at all, and then meas-
uring how this affects some kind of empathy (experimental studies).

Cognitive Empathy

Correlational studies have asked whether fiction readers are particularly 
skilled at inferring other people’s inner states of mind. There is a test for 
this, called the “Reading the Mind in the Eyes Test,” developed by British au-
tism researcher Simon Baron-​Cohen.21 In this test, which you can try out on 
the Internet,22 people are presented with pictures of faces with only the eyes 
showing, like the ones in Figure 13.1.

The eyes are surrounded by four verbal names of mental states. For the 
top image, the four words are serious, ashamed, alarmed, and bewildered. 
Which word best describes what this person is feeling? The test developers 
determined the correct choice by determining how most people respond. In 
this case, the right (majority) answer is serious.23 For the bottom image, your 
choices are reflective, aghast, irritated, and impatient. And the correct response 
here is reflective.

Individuals on the autism spectrum, known to have deficient theory of 
mind skills, fare poorly on this test.24 Even typical adults also have some dif-
ficulty, and thus this test detects subtle individual differences in the ability to 
read emotions. This is a test of cognitive empathy.

Let’s take a close look at the findings of one of the initial studies asking 
whether fiction readers are particularly good at the Eyes test—​conducted by 
psychologists Raymond Mar, Keith Oatley, and their colleagues.25 A group of 
adults from a university community were recruited. To find out the extent to 
which each person was a fiction reader, an adapted version of a test called the 
Author Recognition Test was given.26 Participants see a list containing names 
of fiction writers, names of nonfiction writers, and made-​up names (these were 
the “foils”). Biographies can contain the same rich psychological information 
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as fiction, and so the researchers made sure that the names on their nonfic-
tion list were not biographers but instead wrote on such non-​social topics 
as economics or science. The task for participants was to select the names 
recognized as authors. They were told not to guess, and were also told that 
some of the names were not author names at all. Participants ended up with 
a fiction and nonfiction author recognition score for the number of accurately 
identified names in each category, corrected for guessing (by subtracting the 
number of non-author names selected). The more fiction/​nonfiction authors 
a participant correctly identifies, the more we can assume that this participant 
has been a fiction/​nonfiction reader throughout his or her lifetime.

Fiction and nonfiction author recognition scores were highly correlated. 
And yet they did not show the same associations with the Eyes test. Fiction 
scores were positively (and significantly) related to the Eyes test—​the higher 

Figure 13.1  Two images from the Reading the Mind in the Eyes Test.
Reprinted with permission from Simon Baron Cohen at the Autism Research Center at 
Cambridge University in the UK. Information on test development can be found in Baron-​
Cohen, S., Wheelwright, S., Hill, J., & Plumb, I. (2001). The “Reading the Mind in the Eyes” 
test revised version: A study with normal adults, and adults with Asperger syndrome or high-​
functioning autism. Journal of Child Psychology and Psychiatry, 42, 241–​252; and Baron-​Cohen, 
S., Jolliffe, T., Mortimore, C., & Robertson, M. (1997). Another advanced test of theory of 
mind: Evidence from very high functioning adults with autism or Asperger syndrome. Journal 
of Child Psychology and Psychiatry, 38, 813–​822.
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the fiction score, the better the Eyes score. Nonfiction scores were negatively 
(and significantly) related to the Eyes test—​the higher the nonfiction score, 
the lower the Eyes score. 

These findings do not tell us whether the kind of cognitive empathy meas-
ured by the Eyes test was developed by the act of readng fiction. It may have 
been. But it could also be the other way around: people with strong cogni-
tive empathy may be drawn to fiction because of their preexisting interest in 
other people’s minds.

To discover whether there is a causal link between reading fiction and 
cognitive empathy, we need an experimental study. In 2013, a publication 
appeared in the highly selective and prestigious journal Science with the 
provocative title “Reading Literary Fiction Improves Theory of Mind.”27 
The researchers, David Kidd and Emanuele Castano, randomly assigned 
participants to read literary texts, and then assessed their theory  ​of  ​mind 
performance (as measured by the Eyes test) compared to that of individuals 
who read different types of texts or did not read anything. They found that 
reading short excerpts of what they called literary fiction improved perfor-
mance on the Eyes test to a greater extent than did reading nothing, reading 
nonfiction, or reading what they called popular fiction.

This study struck a chord with journalists and led to an article in The 
New  York Times with the provocative headline, “For Better Social Skills, 
Scientists Recommend a Little Chekhov.”28 To my students and me, this 
finding seemed implausible. How could reading just a few pages of fiction 
in one sitting immediately translate into making us better at identifying 
emotions from people’s eyes? So my doctoral student Maria Eugenia Panero 
and I decided to see if we could repeat the finding. We carried out an exact 
replication of the original study, but failed to find any effect of reading fic-
tion, whether literary or popular. Then we discovered that two other research 
teams were also trying to replicate this study. We ended up combining the 
data from our three replication attempts and publishing a failure-​to-​replicate 
paper.29 Though we found no advantage on the Eyes test after reading fiction, 
we did find a very strong and positive correlation between having a history 
of fiction reading (as measured by the author recognition test I mentioned 
earlier) and a high score on the Eyes test. At almost the same time, another 
failed replication of the original Kidd and Castano study was published.30 
This study also found a correlation between scores on the author recogni-
tion test and scores on the Eyes test, but no causal link between reading 
fiction and performance on the Eyes test. I  have empathy with Kidd and 
Castano, but science must attempt to replicate findings, especially highly 
unpredictable ones.
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The correlation we find takes us no further than the correlational findings 
reported earlier. Either it’s the selection effect again—​the kind of person who 
is interested in others’ emotions (and hence good at that Eyes test) is the 
kind of person also drawn to reading fiction (likely!), or years of reading 
fiction strengthens a person’s ability to identify others’ emotions on that 
test. Of course, these are not mutually exclusive: people interested in other 
people’s interior lives may be drawn to fiction, and then reading fiction may 
strengthen that interest. The rich may then get richer.

The idea that fiction reading makes you better at reading emotions in the 
eyes is a far transfer claim. It’s not as if fiction is all about describing the ways 
people’s eyes look when they feel each kind of emotion. So it’s a leap to think 
that reading Anna Karenina makes you better able to make connections be-
tween visual details of a face and the emotions inside that face. To find causal 
evidence that reading fiction actually makes the reader more empathetic, it 
would be a safer bet to turn to studies that look for near transfer. These kinds 
of studies have asked whether reading a story about compassionate empathy 
makes readers behave with more compassion. These studies have received 
far less press coverage than the Kidd and Castano paper, perhaps because 
they are actually far more plausible—​hence less jazzy and surprising.

Compassionate Empathy

Some studies show that reading fiction can increase compassionate em-
pathy. When psychologist Dan Johnson gave participants a fictional story to 
read, the more emotionally transported into the story people said they felt, 
the greater the compassion and sympathy and tenderness they said they felt 
toward the character.31 In another study, participants read a story about an 
Arab-​Muslim woman who is assaulted in a subway station and stands up to 
her attackers. Participants in a control condition read a factual synopsis of 
the events in the story, without any dialogue or inner monologue. Compared 
to those who read a synopsis, those who read the full story showed a reduced 
“perceptual race bias” when shown ambiguous-​race Arab-​Caucasian faces. 
That is, they were less likely to categorize angry faces as Arab.32 This seems 
indirectly linked to empathy—less bias might lead to kinder behavior.

Something similar happened when children read an excerpt from Harry 
Potter.33 The researchers chose Harry Potter because Harry is a character who 
fights for a world without inequities and who befriends stigmatized groups 
like the “Mudbloods,” witches and wizards born to parents without magic 
abilities. Children in the experimental group read a passage in which a 
member of a stigmatized group is insulted and humiliated, while those in a 
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control group read a passage not related to the theme of prejudice. And the 
students in both groups not only read but also discussed the reading with 
their teacher.

It would not be interesting to show that children in the experimental 
group developed a better attitude about Mudbloods! One must show that 
they develop better attitudes toward stigmatized groups not mentioned in the 
book. And so the researchers assessed attitudes toward immigrant children 
at the participants’ schools. These attitudes did improve more in the experi-
mental group, though only for those who identified with Harry (as measured 
by a self-​report questionnaire asking children how much they agreed with 
statements like “I would like to be more like Harry”). But remember, children 
not only read but also discussed the passage. Thus, whether reading alone 
could have changed attitudes was not actually tested. That should qualify the 
interpretation of these findings. Another concern is the extent to which these 
findings were due to suggestibility. The experiment may well have conveyed 
an implicit message to respond in a certain way. It would be more convincing 
if the same findings obtained when the post-​test occurred on another day, in 
different circumstances, with different experimenters.

Yet Harry Potter readers have been turned on to compassionate empathy 
by the Harry Potter Alliance, a nonprofit organization inspired by the ac-
tivist organization in the Harry Potter books, Dumbledore’s Army. Those 
who join become part of “Dumbledore’s Army of the real world” and engage 
in social activism around human rights and fairness. One such campaign, 
“Not in Harry’s Name,” pushed Warner Brothers to use fair trade choco-
late in its manufacture of Harry Potter Chocolates. Author J. K. Rowling is 
quoted on the alliance website as saying, “I am honoured and humbled that 
Harry’s name has been given to such an extraordinary campaign, which re-
ally does exemplify the values for which Dumbledore’s Army fought in the 
books.”34 But these behaviors do not come about by a single reading of Harry 
Potter. This is just the jumping-​off point. The behaviors are brought about by 
joining an inspiring organization of like-​minded peers.35

Dan Johnson has also looked to see whether readers are more willing to 
help someone after reading a story featuring a character behaving prosocially.36 
The answer is yes, but only if readers reported being “transported” into the 
story (as measured by agreement with statements like “I wanted to learn more 
about [a character],” or “I had a vivid mental picture of [a character]”). Those 
who were highly transported were more likely to help the experimenter pick 
up pens that were “accidentally” dropped. They were also more likely to say 
that they felt compassion (or similar feelings) while reading the story. And 
in another study by Johnson, those prompted to generate mental imagery as 
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they read were more likely to help out a researcher by participating in a study 
that paid only five cents.

We can conclude that when children and adults read about a prosocial 
hero doing kind and empathetic things, they are likely to help a person in 
need outside of the pages of the book immediately after reading it. This is 
certainly a case of near transfer—​from reading stories about helping to en-
gaging in helping behavior—though the kind of help differed from story to 
transfer behavior. These studies only showed changes in behavior immedi-
ately after reading. It would be important to show that changes in behavior 
are lasting. One experiment did show that self-​reported feelings of compas-
sion actually grew stronger over one week—​again, just for those who were 
transported into the story.37

None of these studies compared the effects of reading a story about fic-
tional characters to that of reading a non-​fictional story about people who 
actually lived. Thus, the studies have confounded fiction with story. Is there 
any reason to believe that a fictional story about suffering is more likely to in-
spire compassion than a non-​fictional story about the same theme? It might 
well be the reverse: reading a story about a real victim might make us more 
likely to act; knowing one is reading fiction might make us less likely to act. 
To find out, Eva Maria Koopman gave people excerpts from two texts to read 
at two different time points one week apart, one text about depression and 
one about grief.38 Participants were randomly assigned to one of three genre 
conditions: literary narrative (by award winning fiction writers), life narrative 
(much like a memoir), and expository (they read scientific descriptions of de-
pression and grief). The literary narratives and life narratives were introduced 
either as fiction or as based on true events. After reading, participants had 
the chance to donate to a charity related to depression or grief all or some 
of the money they had received for participating. Only a small number of 
participants donated (31 out of 210 participants); however, those in the de-
pression condition were significantly more likely to donate when they had 
read the life narrative than when they read the literary text (or the expository 
text). But whether the life narrative and literary texts were believed to be  
fiction or non-fiction made no difference to donating behavior. And prior 
exposure to fiction proved unrelated to whether people donated. Thus, if 
reading fiction does affect prosocial behavior, this study suggests that such 
an effect is not due to entering a fictional world—​rather it is due to the fact 
that the information about people in need is presented in narrative form.

There remains the problem of suggestibility alluded to earlier. Did the 
participants figure out that the point of these studies was to see whether they 
behaved prosocially, as did one of the story characters? And it’s too bad that 
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the only measures of compassion we have thus far from reading literature 
are low cost behaviors like helping someone pick up some dropped items or 
volunteering to give up time to be in a study. I’d like to know whether, after 
reading literature about people in pain and in need, readers are more likely 
to sacrifice hard-​earned money to alleviate the suffering of those far away 
and very unlike themselves. And we need all studies to include the vari-
able of time in these studies—​to see how long any empathy effects, if they 
occur, last.

I offer here four notes of caution. First, some studies have used simple 
stories written by psychologists, and we cannot use such stories to test the 
effects of “real” literature. Second, literature does not typically offer us overt 
moral lessons or express clear moral norms and protagonists are certainly 
not always prosocial. The novelist Howard Jacobson wrote an opinion piece 
for The New  York Times about a recent uproar over a New  York City pro-
duction of Shakespeare’s Julius Caesar, in which Caesar, who is of course 
assassinated in the play, was made to look like Donald Trump. Some people 
took this as incitement against Trump. In an opinion piece in The New York 
Times, Jacobson reminded us, “Plays don’t tell you what to think, let alone 
how to act. A good play won’t even tell you what the playwright thinks.”39

Third, we need to consider what happens when we read fiction about 
evil. When we read Dostoyevsky’s Crime and Punishment, most of us cannot 
help but identify with and feel for Raskolnikov, the character who commits 
a senseless murder. Would this kind of reading lead jurors to be less likely 
to find someone guilty, or lead judges to grant more lenient sentences? 
Perhaps. Such a study has not been done, but a recent op-ed in The New 
York Times noted that defense lawyers in Czarist Russia sometimes invoked 
Raskolnikov to seek sympathy from the jury.40

And finally, there is ample reason to believe that cognitive empathy does 
not always lead to compassionate, altruistic behavior. The ability to detect 
others’ beliefs and intentions could just as well lead someone to manipulate 
others as to help them. The philosopher Gregory Currie speculates provoca-
tively that when we feel empathy for fictional characters, it depletes our em-
pathy for actual people, making us less empathic. William James describes 
what psychologists call moral self-licensing when he asks us to imagine “the 
weeping of the Russian lady over the fictitious personages in the play, while 
her coachman is freezing to death on his seat outside.” After leaving the fic-
tional world, we feel that we have paid our empathy dues.41

Literary theorists would not be surprised at the weakness of the evidence 
that reading literature improves empathy. In her book, Lisa Zunshine provides 
many rich examples of the kinds of complex mental-​state attribution that all 
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kinds of fiction require the reader to make.42 Novels often cause us to keep in 
mind how one person mistakenly thinks that another person does not know 
what another person is feeling about yet another person, and so on. This is 
cognitive empathy. But Zunshine cautions against assuming that engaging 
in a certain kind of thinking make us better at this kind of thinking: “Theory 
of mind makes reading fiction possible, but reading fiction does not make us 
into better mind-​readers.”43

Suzanne Keen is on the same page as Zunshine. She argues that while 
we feel empathy for fictional characters (both in “great” literature and mass 
market novels), the evidence that this spills over into becoming a more empa-
thetic person is just not there.44 She argues that the idea that reading makes 
us behave better toward others is at odds with the fact that reading is an 
isolating activity by which we shut out those around us. When I was a child, 
my family took long road trips and I loved to immerse myself in a novel in 
the back seat. I  remember a trip to Florida from Michigan during which 
I  devoured a good portion of Margaret Mitchell’s 1936 saga of the South 
during the American Civil War, Gone with the Wind. Because my younger 
sister got carsick from reading in the car, I was made to stop reading and 
play with her. I was not happy, nor generous. However, the isolating quality 
of reading need not mean that readers do not have friends and that they are 
less generous and less empathetic in general. In fact, there is evidence that 
readers of fiction score high on social connectedness and do not score high 
on loneliness.45 Nonetheless, the evidence that readers of fiction are better 
people than non-​readers is not strong. Keen quotes literary theorist Harold 
Bloom as saying: “The pleasures of reading indeed are selfish rather than 
social. You cannot directly improve anyone else’s life by reading better or 
more deeply.46

If we just go by the studies carried out so far, I would have to come down 
on the side of the skeptics—​Gregory Currie, William James, Suzanne Keen, 
Liza Zunshine, and Harold Bloom. Despite the plausibility of the claim that 
literature improves empathy because of how powerfully we project ourselves 
into and empathize with fictional characters, we do not yet have strong evi-
dence to support this claim. The evidence is only there for very near transfer 
claims—​prosocial stories written by experimenters make us think and act 
more prosocially (often quite similarly to how the characters thought and 
acted) immediately after reading, and in one case, also after discussing the 
story’s themes. These near transfer connections are not particularly general-
izable to actual literature, since most literature does not carry a moral lesson. 
And remember that the Germany that led to Hitler was one of the most literate 
societies, reading Goethe and listening to Beethoven’s “Ode to Joy” by night.
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And yet  .  .  .  I  am not ready to conclude that there is no link between 
literature and compassionate empathy. I  make here a plea for more and 
better research on the effects of literature on compassion. Great literature 
allows us to get inside the lives of people we would never meet in real life. 
I would wager that if we could do the study right, we could show that reading 
Dickens not only makes us feel what it is like to be a penniless, hungry, and 
unjustly treated child but also makes us more likely to help children in such 
conditions—​if the opportunity to help presents itself to us. Similarly, what 
might be the effect of reading Victor Hugo’s Les Miserables—​especially the 
scene where Jean Valjean, just released from years of hard labor for stealing 
food to feed his sister’s child, steals two silver candlesticks owned by the 
bishop who has taken him in—​and when he is caught, the bishop gives the 
candlesticks to him as a gift? Here we see the cruel effects of injustice and 
the potential life-​giving results of kindness. Might this not make a judge 
more likely to be lenient in sentencing certain kinds of crimes? Certainly, 
there would be cases of people who do not react this way. No one would 
claim that there is a necessary link between reading Dickens and Hugo and 
compassion for the poor and outrage at injustice. But reading Dickens and 
Hugo just might nudge some of us to be more compassionate, and that is 
all we would need in order to make the case that literature has the power to 
induce compassion.

For now, we have to conclude that the evidence shows the following: people 
who read a great deal of fiction also have high cognitive empathy skills. But 
there is no reliable evidence yet to allow us to choose whether the causal arrow 
flows from fiction reading to empathy, from empathy to fiction reading, or 
in both directions. In terms of compassionate empathy, we can conclude 
that people who read prosocial stories and who get transported into them are 
likely to behave more prosocially immediately after reading, but thus far this 
has been shown only for behaviors that involve little cost or sacrifice.

Acting: Enacting the Lives of Others

What about the effects of acting—​where we don’t just read about the other, 
but temporarily become the other? Acting is a strange thing. An actor pretends 
to be someone else but without any intent to deceive. While monkeys (and 
elephants and chimpanzees) paint if handed a brush dipped in paint, and 
parrots dance to the beat of music,47 acting is a uniquely human behavior.

We could not act on stage without the ability to imitate and to pretend—​
abilities that emerge in the second year of life, as we have learned from Jean 
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Piaget’s meticulous observations.48 While limited examples of pretense and 
imitation have been reported in non-​human primates,49 no evidence of the 
kind of extended pretense involved in dramatic acting has ever been reported 
in non-​humans. Just imagine dogs or even chimpanzees acting out a pretend 
love scene or a pretend battle and you will realize how unusual, indeed odd, 
is the human behavior we call acting.

What does acting entail? In the film The Iron Lady, we see Meryl Streep 
“become” Margaret Thatcher. In Julie and Julia, we see her “become” Julia 
Child. Streep seems to take on not only her characters’ bodies but also their 
inner states—​their feelings, beliefs, attitudes, joys, and sorrows. What does 
the continual practice of stepping into another person’s shoes (whether that 
person is an actual or fictional person) do to the actor?

Because acting requires us to analyze characters, perhaps more intensely 
than reading about them, acting training might help students become more 
psychologically astute, and more able to understand the minds of others—​
that is, better at cognitive empathy. Because acting typically requires students 
to actually feel the emotions of the characters they enact, acting training might 
help develop emotional empathy. And if actors become more cognitively and 
emotionally empathetic on stage, might they demonstrate these skills off 
stage? And might such heightened cognitive and emotional empathy lead to 
compassionate empathy off stage?

Psychologists have approached the question of acting and empathy not 
by studying great actors (though this would be fascinating to do) but by 
studying children learning to role play. Developmental psychologist Michael 
Chandler50 was a pioneer here, the first researcher (to my knowledge) to 
test whether the simple act of role playing improved children’s ability to 
grasp the feelings and thoughts of another (that is, to become more cog-
nitively empathetic). He asked this question of children and adolescents 
classified as “serious and chronic delinquents” because they had long po-
lice and court records due to antisocial, criminal behavior—​just the kind of 
individuals known to have difficulties adopting others’ perspectives.51 Would 
teaching these youths to practice role playing make them better able to dis-
cern the thoughts and feelings of others (and hence, perhaps, to become 
better able to integrate into society)? Chandler worked with a group of 45 
of these boys, ages 11–​13. The first step of the research was to demonstrate 
that their perspective-​taking abilities were indeed deficient. He showed the 
boys five cartoon sequences depicting a character going through a series 
of events and then displaying an emotion. This emotion was witnessed by 
someone who had no knowledge of the preceding events. For example, in 
one sequence a boy accidentally broke a window with a baseball and then 
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ran home. When he heard a knock on the door, he reacted with alarm. His 
father saw his reaction, but did not know about the broken window and so 
could not know why the boy was afraid. The task was to imagine what the 
ignorant bystander  would think, explaining, in this case, what the father 
would think about why the boy was afraid. Suppose you reply that the father 
would say the son was afraid because he had broken a window. You would 
receive a low perspective-​taking score—​the father could not know this. But 
you would probably reply that the father would say that he did not know 
why the son was afraid. And then you would receive a high score on per-
spective taking. You would have shown the ability to differentiate your own 
(egocentric) knowledge of an event from what another person knew—​or did 
not know.

When Chandler compared the perspective-​taking scores of the delinquent 
boys to scores of a control group of non-​delinquent boys, the difference was 
striking:  the scores of the diagnosed boys were almost four times lower 
than those of the typical boys, a highly significant difference. The anti-​social 
boys had difficulty differentiating what they knew from what the innocent 
bystander knew, reporting, for example, that the father knew the boy was 
scared because he had broken a window.

And now for the second step of the research program. Having established 
that the boys diagnosed as anti-​social had difficulty understanding what 
someone else knew, Chandler tested whether he could improve this defi-
ciency through acting training. The boys were randomly assigned to one of 
three conditions. The acting condition was engaged in making up skits (in 
groups of five) about real-​life events. Each skit had to be performed over and 
over again until each child had enacted every role. These skits were filmed 
and were then reviewed by the group members so that they could think 
about how to improve them. There were two control conditions:  in a film 
condition, children made animated cartoons and documentaries about their 
neighborhood (but they could not be actors in their films); the other condi-
tion received no special intervention. The acting and film groups met for a half 
-​day a week over 10 weeks.

After the 10 weeks, all three groups were given another five cartoon 
sequences. The results were striking. While all groups improved from 
pretest to post-​test (presumably because they now were more used to the 
cartoon test), those in the acting group improved significantly more than 
those in either control group in perspective taking. And amazingly, follow-​up 
18 months later indicated that the boys in the acting group showed signifi-
cantly decreased levels of actual delinquent behavior than those in the other 
two groups.52
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These findings are consistent with what has been reported about theater 
intervention programs designed to boost the social skills of children and 
adolescents with autism spectrum disorders.53 They are also consistent with 
what has been reported about a prison theater program called Shakespeare 
Behind Bars, where prisoners—​often incarcerated for the most violent of 
crimes—​spend many months producing a Shakespeare play.54 (I do not 
intend to in any way equate individuals with autism spectrum disorders 
with those who commit crimes; however, individuals who commit crimes 
can be assumed to have poor perspective-​taking skills, as do those on the 
spectrum.) The website of the Shakespeare program describes the arts 
as having “healing power” and states as  its mission to bring “theatrical 
encounters with personal and social issues to the incarcerated allowing 
them to develop life skills that will ensure their successful reintegration 
into society.” One of the stated goals is to develop empathy and compas-
sion. And the program reports recidivism rates of only 5.1%. Compare this 
to the national average rate of prisoners released in 2005 and rearrested 
within five years: 67.8%!55 According to one audience member quoted on 
the website, “These men cannot re-​do the day that sealed their fate, but 
they have become better men while they are serving their time.”

Of course, I realize that these are not the results of an experiment. The 
prisoners chose whether to participate, and hence there could be selection 
effects. It would be great to see a study comparing outcomes in prisoners 
randomly assigned to acting versus another activity. Would the results hold 
up? We have tried to do such a study but difficulties with getting approval 
from prison authorities have stymied us.

Thalia Goldstein and I have conducted similar studies with children and 
adolescents not diagnosed for any social difficulty. Our goal was to determine 
whether acting training develops cognitive and/​or emotional empathy. We 
asked whether the abilities to infer what others are feeling, and to feel what 
others are feeling, are strengthened by engaging in acting classes. We asked 
these questions about non-​professional actors—​children and adolescents 
and young adults studying acting.

Our initial studies were correlational. In one study, we compared how two 
groups of adolescents aged 14–​17 fared on a measure of cognitive empathy 
and a measure of emotional empathy.56 Participants all attended one of two 
arts high schools where students could concentrate in an art form as a major. 
One group was concentrating intensively on acting; the other group had not 
been involved in acting but was concentrating equally intensively on an-
other art form. We gave them a measure of cognitive empathy (the Eyes test) 
and a measure that to me seems to assess emotional empathy (a self-​report 
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measure called the Index of Empathy for Adolescents).57 In this measure, 
participants are asked to rate how strongly they agree with statements like 
“It makes me sad to see a girl who can’t find anyone to play with,” or “Kids 
who have no friends probably don’t want any.” Agreeing with the first state-
ment adds to your empathy score; agreeing with the second one lowers your 
empathy score.

How did our two groups compare? The acting group performed signifi-
cantly better on the Eyes test but they did not perform better on the Index of 
Empathy test. Thus, they proved better at inferring what others are feeling 
(from their eyes) but did not report any stronger tendency to feel what others 
are feeling. We called our resultant publication “Actors Are Skilled in Theory 
of Mind but Not Empathy.” The Internet picked this up with a blog post 
called “Think Acting is About Emotional Empathy? Science Says No”58

Next, to find out whether we could replicate this finding with older 
participants who had more experience in acting, and with the use of dif-
ferent measures of empathy, we studied young adult actors involved in a 
theater education program and who had been acting since adolescence. We 
compared them to students majoring in psychology. To see whether the ac-
tors were higher on another kind of cognitive empathy scale besides the 
Eyes test, we showed them films of characters interacting and asked them 
to make inferences about the motivations of these characters.59 For example, 
in one scene, Cliff arrives at Sandra’s house for a dinner party, and they 
begin to discuss his vacation in Sweden, clearly enjoying themselves. Then 
another guest, Michael, arrives and immediately dominates the conversa-
tion, speaking only to Sandra. Sandra looks slightly annoyed, looks in Cliff’s 
direction, and then asks Michael, “Tell me, have you ever been to Sweden?” 
The participant is asked to explain why Sandra posed this question. A correct 
answer might be to bring Cliff back into the conversation. An incorrect an-
swer might be because she preferred talking about Sweden over discussing 
the topic Michael brought up.

To see whether the actors would again show no superior emotional em-
pathy, we administered a self-​report test appropriate for this age group—​the 
empathic concern subscale of the Interpersonal Reactivity Test.60 Participants 
had to rate their agreement with statements like, “I often have tender feelings 
for people less fortunate than me” or “Sometimes I don’t feel very sorry for 
people when they are having problems.”

The actors scored higher than the non-​actors on the movie test—​the 
measure of cognitive empathy.61 But on the Interpersonal Reactivity Test—​
the measure of emotional empathy—​there was no difference. Again, 
we had shown that actors outperform non-​actors in cognitive empathy 
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but did not self-​report higher emotional empathy than that reported by 
non-​actors.62

Was cognitive empathy developed by the training these students received—​
training which continually prompted them to think about characters’ mental 
states and about how to reveal these states through their facial expressions? 
That is one possibility. Another is that adolescents interested in the internal 
states of others are just the kind of individuals drawn to studying acting. 
The question of the “selection effect” rears up again! To determine which 
comes first, the superior empathy or the acting training, we had to do an 
experimental study.

A true experimental study requires random assignment of children to 
both acting and some other kind of training, like Michael Chandler did. We 
could not manage this: parents wanted their children to take acting lessons 
and were not interested in having them possibly randomly assigned to a 
visual arts or music group. And so, we fell back on a quasi-​experimental 
study, one in which we followed students self-​selecting into acting or some 
other kind of arts training.63

We compared two groups of 8-​ to 10-​year-​olds and two groups of 13-​ to 16-​
year-​olds. In each case, one group received acting training over the course 
of a year and the other group received some other form of arts training, 
also over the course of a year. Participants were pretested on a series of em-
pathy measures, and then post-​tested on these same measures after the year 
of acting or other-​arts instruction. Would those getting practice in stepping 
into others’ shoes grow more in cognitive or emotional empathy than those 
getting training in another kind of art form?

First, cognitive empathy. One of the measures was the Eyes test, with the 
younger group getting this test in a form adapted for children.64 The younger 
acting group did not gain on this measure over time. Nor did the older group. 
However, we noticed something interesting. The younger actors were no dif-
ferent from the non-​actors on the Eyes test at either pre-​ or post-​test. Not so 
for the older ones, who outperformed the non-​actors already at pre-​test.

We can build two stories story from these findings. The causal story goes 
as follows: to become good at the Eyes test requires at least several years of 
acting training. The 8-​ to 10-​year-​olds had not had much acting experience. 
But the 13-​ to 16-​year-​olds certainly had. The scores of the older children 
were way below those of the adults we had tested in our initial correlational 
study, but perhaps it takes more than 10 months of weekly acting lessons 
for these scores to develop.

But here is the non-​causal story:  the younger children chose acting be-
cause their parents liked the idea. The older children were more likely drawn 
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to acting through their own desire—​and hence, perhaps, because of their 
cognitive empathy skills. Thus, they scored high on the Eyes test. The selec-
tion effect again.

A second measure of cognitive empathy was used only with the older 
children—​a measure in which the participant must guess what a character 
in a film is thinking and feeling, called the Empathic Accuracy Paradigm.65 
This test assesses the ability to infer a person’s mental state from moment 
to moment as that person interacts with another. The acting group started 
out no different from non-​actors at pretest, but they grew significantly 
better over the year, outperforming the control group at post-​test. This 
finding suggests that their acting training developed their ability to infer 
others’ inner states.66

Self-​report scales of emotional empathy were also administered. At both 
ages, the acting and control groups were equivalent at pre-​test; and at both 
ages, the acting group gained significantly more on self-​report empathy than 
did the control group. This result is not consistent with our earlier correla-
tional findings showing actors were not higher on emotional empathy, and 
the next finding I report on emotional empathy (using our own measure) 
lends further support to the view that actors (including children drawn to 
acting) do have above-​average emotional empathy.

Because self-​report scales have problems (who knows whether people 
are honest), we developed our own measure of emotional empathy—​which 
we named the Fiction Emotion-​Matching task. This task was used to assess 
whether our participants reported feeling the same emotion as a fictional 
character they watched on film. The younger group watched four 30-​second 
segments from two children’s movies (Charlie and the Chocolate Factory and 
Willy Wonka and the Chocolate Factory) in which the protagonist was ei-
ther sad or scared. The older group watched four 30-​second segments from 
films that would appeal to adolescents (Love Story, Dawson’s Creek, Kramer 
v. Kramer, and The Laramie Project). After watching the clip, participants re-
ported what they themselves felt and what the character in the clip felt. At 
both ages, the acting group scored higher than the controls at pretest: they 
were more likely to say they felt the same emotion at the same intensity as 
the character in the film. However, this effect was stronger for the younger 
group; for the older group, the effect only neared significance. In neither 
group did scores grow over time. I conclude that children and adolescents 
who show sufficient interest in acting to sign up for acting classes are likely 
to be strong in the ability to mirror others’ emotion (certainly an important 
skill for an actor to have). This skill appears to lead to acting lessons, but is 
not an outcome of acting lessons.
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In Sum: The Acting-Empathy Link May Be Stronger than 
The Reading-Empathy Link 

Colson Whitehead won the 2017 Pulitzer prize for The Underground Railroad, 
a powerful novel about slavery. He reported that one of the most mean-
ingful responses he received was from a stranger in a bookstore who told 
him, “Your book made me a more empathetic person.”67 This reader had 
imagined the suffering of slaves, and had felt their suffering. This is clearly 
an act of empathy. The question, though, is what this experience does for the 
reader once the book is finished. Is this person more able to recognize or ex-
perience the sufferings of actual people, and does this person behave in any 
way differently after reading this book?

I have presented a complex, often inconsistent set of findings on the re-
lation between reading and empathy, and then between acting and empathy. 
What are we to conclude from the empirical evidence?

With respect to whether reading literature improves empathy of any kind, 
and given the state of the research at this point, I remain skeptical. Despite 
the fact that we certainly empathize with fictional characters—​thinking 
about their mental states and feeling their emotions—​we do not (yet) have 
the evidence to say that after we close the book we  have more  skill than 
nonfiction readers or non-​readers at inferring the mental states of others 
or experiencing the emotions of others. The evidence we do have for this is 
only there for very near transfer claims—​prosocial stories making us think 
and act more prosocially immediately after reading. But these near transfer 
connections are not particularly generalizable to much of literature, since 
most literature does not try to convey a prosocial lesson.

We can say with some certainty that people attuned to thinking about 
others’ mental states (at least as measured by the Eyes test) are drawn to 
fiction. But, no matter how ardently we argue that literature makes us more 
psychologically astute, we still don’t know whether there is any kind of causal 
relationship here.

When I tell people that there is scant evidence that reading great literature 
makes us better people, they look at me as if I am attacking literature. It is so 
easy to make beautiful, plausible claims about the empathetic benefits of en-
tering narrative worlds—​and so hard to back up these claims with evidence. 
It is also easy to criticize the tools that psychologists use. Critics may think 
the Eyes test is too narrow to gauge what one gets from literature. They may 
think that on self-​report empathy scales people would be too likely to make 
themselves sound better than they are. But psychologists Dan Johnson and 
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Eva Koopman are making inroads toward better measures—​such as willing-
ness to give time and money, or racial bias in categorization of faces. Such 
outcomes are consequential and much more convincing than performance 
on the Eyes test, or willingness to pick up pens. Still, it is too early in this re-
search program to say anything with certainty about whether literature really 
makes us behave better toward others.

One promising new measure of cognitive empathy has been developed by 
Dodell-​Feder and colleagues.68 Participants read “The End of Something,” a 
short story by Hemingway. The mental states of these characters are never 
explicitly described and must be inferred to make sense of what is going 
on. How skilled participants are in inferring these mental states is assessed 
in an interview after reading. Participants are first asked to summarize the 
story to see whether they mention mental states without being asked for 
them. Then they are given excerpts from the text and are asked to explain 
the underlying motivations and intentions and beliefs of the characters. We 
already know that people differ in how well they perform on this measure. 
Now we need to find out whether perhaps a year’s worth of taking literature 
classes, compared to a year’s worth of taking no literature classes (if only we 
could assign people randomly!), affects how people do on this measure. And 
because this is a measure of cognitive empathy with fictional characters, we 
would need to test whether improvement on this kind of task actually entails 
greater cognitive empathy toward “real” people.

We could also look at how skilled people are at explaining the motivations 
of others that we hear about. Since literature exposes us to an enormous va-
riety of human types, perhaps those who read fiction are more likely to be 
able to come up with plausible yet non-​obvious explanations for why people 
behave the way they do—​why Donald Trump tweets (what is he actually 
trying to achieve?), what motivated different groups of people to vote for him, 
what Putin really thought when he was being interviewed by Oliver Stone, 
why people go to horror movies, and the like.

We will need to come up with other qualitative measures for emotional em-
pathy. Instead of self-​report scales, we need in-​depth interviews asking people 
to introspect about how they felt at different points in their lives when they 
were witnesses to other people feeling strong negative or positive emotions. 
We will need to look at the quality of responses given. As for compassionate 
empathy, we need to assess these behaviors after some kind of meaningfully 
long exposure to fiction and compare these outcomes to a control condition. 
And participants must not be able to self-​select into these conditions: random 
assignment is needed if we are to make any kind of causal claims.
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With respect to enacting fictional characters, my conclusions are more 
positive. Like fiction readers, acting students (adult and adolescent) are su-
perior at reading emotions in the eyes; but as with fiction readers, there is no 
evidence that actors grow stronger at this skill over time. The most parsimo-
nious conclusion for actors is the same as that for fiction readers: individuals 
good at this kind of skill are the kind drawn to acting and to fiction.

As for emotional empathy and acting, we have inconsistent results. 
We have two findings showing that adolescent and young acting students 
score equivalently on these scales to non-​actors; and we have two findings 
showing that child and adolescent acting students grow more on these 
scales after a year of acting than do non-​actors. What are we to believe? 
These inconsistent results show how hard it is to get reliable, consistent ev-
idence for acting training’s effects on emotional empathy. Especially when 
one relies on the kinds of self-​report measures that psychologists have de-
veloped thus far for assessing the tendency to feel the feelings of others.

But we do have some evidence for the direction of the causal arrow when 
it comes to the practice of acting and other measures of cognitive empathy—​
and these findings permit me to be less skeptical about acting and empathy 
than about reading and empathy. The experience of acting training did 
strengthen perspective-​taking skills in boys diagnosed as anti-​social. And the 
experience of acting also strengthened the ability to infer the thoughts and 
feelings of an actor on film in adolescents intensively involved in acting.

Whether actors are particularly kind people is a question I leave up to the 
reader. Certainly, there are plenty who are not: Hollywood celebrities don’t 
often make headlines for their altruistic behavior. And there could be psycho-
logical costs to acting. It is possible that being so able to “become” another 
makes it more difficult to have a clear and consistent identity.69

Psychologists will continue to try to create improved measures of capacities 
like empathy and may thereby gain more consistent evidence that the nar-
rative arts are empathy builders both for readers and actors. But clear-​cut 
evidence just may not be forthcoming, no matter what the measure. Does 
this matter? It matters for science, but it certainly does not matter for how we 
value literature and acting. In the words of Suzanne Keen at the conclusion 
of her book, Empathy and the Novel (and I would generalize these words to 
theater as well as literature), “A society that insists on receiving immediate 
ethical and political yields from the recreational reading of its citizens puts 
too great a burden on both empathy and the novel.”70



	 CHAPTER 14	� Does Making Art Improve Well-​Being?

Cellist Yo Yo Ma, an advocate for more arts in our schools, was recently 
quoted as saying that “art has the power to console, transform, welcome, 
and heal. It’s what the world needs now.”1 A  few days later I  came across 
an article in The New York Times called “Using Shakespeare to Ease War’s 
Trauma,” about a veteran just back from combat who went to a perfor-
mance of Shakespeare’s Richard III.2 He saw enacted there something that 
reminded him of his own wartime experience and he began to sob. This 
veteran, Stephan Wolfert, is now an actor who has created a solo show, “Cry 
Havoc!” (words taken from Mark Antony’s speech in Julius Caesar). In this 
play he uses lines from Shakespeare to explore what it is like to be at war 
and then come back to civilian life. He also runs an acting class for veterans 
where the acting is meant to heal, by helping the veterans “deal” with what 
they have experienced.

In his wonderfully titled book, The Uses of Enchantment, the psychoanalyst 
Bruno Bettelheim made the case that fairy tales—​which deal with universal 
human problems like the death of a parent, the cruelty of a step-​parent, sib-
ling rivalry—​are far better for children than shallow stories whose goal is just 
to entertain or instruct.3 Fairy tales have deep meaning (loss, abandonment, 
loneliness, fear) and allow children to recognize their own anxieties; in ad-
dition, fairy tales suggest solutions—​in the end, good prevails. The child 
identifies with the hero’s suffering and with the hero’s ultimate triumph.

That involvement in the arts is therapeutic is a long-​held view. In The 
Poetics, Aristotle argues that watching tragedies enacted on stage had a ca-
thartic effect:  the tragedy arouses pity and fear in the audience member, 
and these emotions are released at the end of the play, leaving the viewer 
feeling purged, and feeling relief. Freud believed that engagement in the 
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arts (whether as artist or audience member) was a means of coping with 
unconscious instinctual wishes that could not be consciously faced or ful-
filled—​a theory he applied to Leonardo da Vinci.4 Noting that Leonardo was 
an illegitimate child who lived with his mother for the first few years of his 
life, but was then was taken to live with his father and his father’s wife, Freud 
argued that Leonardo must have had a powerful Oedipal yearning for his lost 
mother. This unfulfilled wish was then fulfilled unconsciously in the subject 
matter of his paintings. In his painting Madonna and Child with St. Anne, 
for example, Christ as a child is lovingly nurtured by two young women, 
assumed by Freud to represent (unconsciously) his mother and step-​mother. 
Leonardo had transformed the energy behind his forbidden libidinal feelings 
for his mother into the socially acceptable goal of creating art. This sublima-
tion (seen in all artists, Freud believed) resulted in a release of tension from 
unfulfilled wishes. Like Aristotle’s catharsis, sublimation provides relief.

The belief in the arts as cathartic has led to the practice of art therapy, in 
which art making is considered not only a tool for diagnosis but also as a way 
to improve mood and functioning.5 Art therapy is considered a way to exter-
nalize and thereby resolve conflicting feelings and sublimate urges.6

In this chapter I first discuss physiological evidence that making art is 
stress relieving. I then review research with children either making drawings 
or engaging in pretend play (which is a toddler’s form of theater) and con-
sider how both of those activities aid in emotion regulation.

Arts Enrichment Program Lowers Cortisol in Children

Stress shows itself in elevated cortisol levels. Lowered cortisol levels along 
with reduced anxiety have been noted in adults engaged in playing the piano, 
working with clay, and practicing calligraphy, as well as during music lis-
tening when facing situations such as medical procedures.7 Can we find the 
same effects in young children?

Developmental psychologist Eleanor Brown found that engagement in 
the arts lowers cortisol levels in children living with the stress of poverty.8 
She studied low-​income 3-​ to 5-​year-​olds at a Head Start preschool with a 
daily 45-​minute arts enrichment program taught by arts teachers that in-
cluded music, dance, and visual arts. At several time points over a year, she 
measured children’s salivary cortisol before and after participating in an arts 
class (music, dance, or visual arts) and a homeroom class. Scheduling was 
carefully arranged so that each arts class cortisol level could be compared to 
the child’s homeroom class level at the same time of day (since cortisol can 
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be affected by time of day). Cortisol was lower after an arts class than after a 
homeroom class at the middle and end of the year but not at the start of the 
year. Again, we see that the arts result in some form of relief from tension. 
A small study investigating effects of visual art making on electrical activity 
in the brain provides supporting evidence: for both artists and non-​artists, 
making an oil pastel painting for 20 minutes increased electrical activity in 
the brain in a pattern consistent with lower cortical arousal, relaxation, and 
self-​regulation.9

Eleanor Brown’s finding parallels one by my doctoral student Jillian 
Hogan. She found that low-​income fourth-​grade children report higher 
engagement in art class compared to non-​low-​income children—​perhaps 
because school is their only opportunity to engage in the arts.10 Higher en-
gagement likely means greater enjoyment and, hence, lower stress.

Drawing Improves Mood in Children and Adults

Jennifer Drake, a former doctoral student in my lab, showed something 
consistent with these findings. She has  demonstrated in repeated studies 
that the simple act of making a drawing improves mood in children. Art 
therapists might reply that they knew this all along, but they would have 
only case study evidence on which to base their hunch. Art therapists might 
also say that the reason making art boosts mood is because it allows for ex-
pression and working out of trauma. But Drake’s research shows something 
different. Drawing, it turns out, boosts mood less when children use it to ex-
press their negative feelings and more when they use art making to escape—​
to distract themselves from negative feelings and enter into a fictional, more 
positive world.11

How does she show this? She brings children (and adults) into the lab 
and induces a negative mood—​either by showing them a sad film clip or 
asking them to think of something that happened to them that was very dis-
appointing. Mood is assessed prior to and after mood induction:  children 
show how they feel by pointing to drawings of faces ranging from looking 
very happy to looking very sad; adults are asked to rate their mood using the 
Positive and Negative Affect Schedule, a mood scale consisting of a list of 
positive and negative mood terms (such as interested, jittery, upset, excited).12

After that, participants draw. Some are told to draw something about what 
they are feeling or about the sad film. We call this the “venting” or “expressing 
condition.” Others are asked to draw a neutral object like a house. We call this 
the “distraction condition” because focusing on something neutral should 
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pull the child’s attention away from negative thoughts. Several minutes 
later, children are given the same mood measure again. The key question is 
change in mood after drawing.

If art making improves well-​being by allowing us to vent or express, which 
could lead to catharsis, the children asked to use the drawing to show how 
they felt should fare better than the ones invited to turn away from their sad 
memory or sad reaction to the film. But this was not the finding. For both 
children and adults, those in the distraction condition improved their mood 
more than did those in the venting condition. Note that the venting condi-
tion did not worsen mood; both conditions resulted in improved mood, but 
mood was improved more in the distraction condition.13

Drake has also demonstrated the greater mood benefit of distraction 
over venting for creative writing.14 After participants were guided for three 
minutes to think about the saddest thing that ever happened to them, half 
were asked to write (either poetry or prose) about what they had recalled 
“as a way to focus on, feel, and make sense of the experience.” The others 
were asked to write about their living room as a way to “focus, depict, 
and make sense of the setting.” For both poetry and prose writing, those 
who wrote about their living room (which took them away from the sad 
memory) reported greater mood improvement than those who focused on 
the sad event.

Another group of researchers showed something similar for the allevi-
ation of anger.15 Participants watched films of people being mistreated—​
previously demonstrated to evoke anger in viewers. They were then asked 
to do one of four activities: a positive distraction condition (paint something 
that makes you happy), a neutral distraction condition (painting a still life 
from observation), a venting condition (paint something that expresses 
your feelings in reaction to the film clips), and a non-​art activity as a control 
(a word search task). Mood improved the most in the positive and neutral 
distraction conditions and the least in the venting and non-​art conditions. 
These findings converge to show that for non-​artists, using art as a form of 
distraction from real-​life problems improves mood more than using art to 
explore negative feelings.

Children Engaging in Pretend Play

The origins of theater are in dramatic pretend play, an activity in which typ-
ical children spontaneously engage beginning around the age of two. We 
have all seen children pretending to be a dog, feed a doll, be the mother, and 

 



Does Making Art Improve Well-Being?  |  215

so forth. There is now evidence that when young children engage in dra-
matic play—​acting out imaginary scenarios, “trying on” various emotional 
states—​they develop stronger social skills. This was demonstrated by Thalia 
Goldstein and Matthew Lerner (2017) in an experimental study with low-​
income four-​ to five-​year-​olds in a Head Start program.16

The researchers randomly divided children into three groups. One group 
engaged in guided dramatic pretend play activities twice a week over eight 
weeks for 30 minutes a session—​the kinds of drama games used in acting 
classes. The other two groups served as controls: one control group engaged 
in guided block building for the same amount of time, while the other en-
gaged in guided story time, listening to stories about fictional characters and 
responding to questions, but never acting them out.

A battery of tests was given to the children before and after the eight-​
week intervention to assess the emotional effects potentially specific to 
engaging in pretend play. While the dramatic play group did not grow in 
theory of mind or in more generous sharing behavior, children in this group 
displayed two developments in the ability to control their emotions. First, 
when an experimenter pretended to be hurt, the dramatic-​play children were 
less likely to become personally distressed and freeze or turn away. This 
lower personal distress on the experimenter–​hurt test was associated with 
fewer neutral spontaneous peer interactions in the classroom (resulting in a 
larger proportion of positive interactions). And second, when given a self-​re-
port empathy scale, these children were less likely to agree with statements 
about mirroring the emotions of others (for example, less likely to agree 
with the statement “Seeing a boy who is crying makes me feel like crying”). 
Note that this finding seems in conflict with my conclusion in the previous 
chapter that children who self-select into acting show heightened ability to 
mirror other’s feelings. But the authors argued that the lowered personal 
distress in response to the experimenter’s injury and the lowered likelihood 
of emotion mirroring should be interpreted as signs of emotional control.

Emotional control is a form of self-​regulation and is hence a key as-
pect of social competence. Why might dramatic pretend play teach young 
children the skill of emotional control? The answer may be that dramatic 
play is rule-​governed, as the Russian psychologist Lev Vygotsky17 pointed 
out, and requires control over oneself. When children embody characters 
and portray pretend emotions, they are learning to control their own 
emotional reactions—​and this may be  transferring to non-​pretend play 
situations. Goldstein and Lerner cite much evidence that gaining control 
over one’s personal distress is associated with the ability to respond more 
appropriately to another person’s needs.
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In Sum: The Healing Work of Art

Involvement in the arts is emotionally valuable for children: stress is lowered, 
negative affect is lowered, and social skills with peers improve.

The positive effect of drawing on mood is more powerful when drawing 
is used as a form of distraction than when it is used as a way to express one’s 
negative affect. The opportunity to enter a world of imagination—​and hence 
to escape, albeit briefly, from one’s reality—​is what seems to work best in 
terms of mood improvement, at least in the short term.

Distraction may have a bad reputation, but here we see that distraction 
can be beneficial. There is plenty of reason to want our children to feel better, 
and we can know that art experiences in school both relieve stress and en-
hance positive mood. And the findings discussed here lead me to believe 
that these effects occur because of the power of distraction. Witness the re-
cent craze for adult coloring books, said to lower stress. Artist Paul Klee is 
reputed to have said, “The more horrifying this world becomes, the more art 
becomes abstract.” Dancer Twyla Tharp is said to have said, “Art is the only 
way to run away without leaving home.”

But I do not want to end this chapter without returning to Aristotle’s 
catharsis, Freud’s sublimation, and Bettelheim’s fairy tales. Engagement 
with the arts (whether as maker or audience member) not only helps us es-
cape our terrors but can also force us to confront these terrors. If humans 
did not gravitate toward art that upsets them, then such art would likely 
not exist. Recall the evidence discussed in Chapter 7: painful art is moving, 
and we enjoy the feeling of being moved. There is considerable evidence 
that art therapy for clinical populations improves emotional functioning, 
and art therapy often involves making art about trauma.18 What we need 
now is evidence with non-​clinical populations for the healing power of 
confronting our pain through either witnessing or creating works of art—​
asking people to talk about what gives them solace after watching a tragedy 
or making a work of art expressing a painful experience, and asking them 
about transformative arts experiences. We may well find that making art 
to explore emotional pain is a bit like psychotherapy: painful at first but 
eventually somewhat healing.

 



	 PART V	� Making Art

The chapters in Part IV on transfer from the arts have 
shown that there is little evidence that engagement 
in an art form as a child makes us smarter academ-
ically or in terms of IQ. The chapters also showed 
that reading fiction by itself does not make us better, 
more empathetic human beings, though reading fic-
tion could be used as a jumping-​off place for engage-
ment in compassionate behavior. But when I  looked 
at the research on enacting roles in fictional worlds, 
the evidence, though preliminary, does suggest an em-
pathy pay-​off. Apparently, the continual practice of be-
coming another person helps us take the perspective 
of another person. How long that lasts, and how that 
translates into compassionate behavior, however, has 
not been demonstrated (or even investigated). Finally, 
I looked at the evidence for the claim that the arts can 
be therapeutic and found clear support. However, con-
trary to the Freudian concept of wish fulfillment and 
the Aristotelian concept of catharsis, making art works 
its magic most strongly not by allowing the maker to 
express negative emotions but instead by providing a 
form of escape into a world of the imagination.

In Part V, I take up the question of who becomes an 
artist. Is artistic talent inborn, or can anyone develop 
such talent through 10,000 hours of practice? What is 
the relationship between prodigious artistic talent at a 
young age and major creativity in the arts as an adult? 
And can we say anything definitive about why humans 
make art?

 

 





	 CHAPTER 15	� Who Makes Art and Why?

What does it take to become an artist? Conventional wisdom would say that 
first and foremost it takes talent, and talent is something you are born with. 
Without talent, you cannot be great. But recently some psychologists have 
rejected this common-​sense view, arguing that what it takes to become an 
artist is no different from what it takes to become great at anything: sheer 
hard work. With 10,000 hours of intensive, effortful practice, now dubbed 
“deliberate” practice, anyone can become excellent. It’s just a matter of grit.

To explore the validity of these two positions, I need to first set the stage 
by contrasting the course of artistic development in the typical child to the 
course of artistic development in the “child prodigy” in art. In this chapter, 
I use the visual arts as my example domain, though I could just as well have 
used music. Both the visual arts and music are domains in which we know a 
great deal about typical and prodigious development.

The Course of Artistic Development in Typical Children

We do not hear parents praising their children as little doctors, lawyers, or 
teachers. But parents typically see their children as little artists. That is be-
cause, if given the chance and the materials, all children paint and draw. In 
the intensity and playfulness with which preschool children paint, they re-
semble artists. They create images that show no concern for the conventions 
of realistic representation. Suns can be green, grass can be purple. Their 
drawings are spontaneous, imaginative, appealing. At age five my son 
created the delightfully Picasso-​esque non-​realistic person in profile shown 
in Figure 15.1. And children draw often. As I mentioned at the outset of this 
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book, by the age of two, my granddaughter Olivia made over 100 “abstract 
expressionist” paintings.

Despite the evidence presented in Chapter 11 showing that we can distin-
guish preschool art from abstract expressionism, there is also no denying the 
resemblance between the art of very young children and that of twentieth-​
century masters.1 You can see this in the images shown in Chapter 11. After all, 
if there were not a strong resemblance between child and master twentieth-​
century art, there would have been no motivation for asking whether people 
can tell the difference.

After the productive preschool drawing years, at least in the West, as 
children move into middle childhood, they draw less often.2 And when 
they do draw, they are motivated to draw things “the right way,” and hence 
their drawings become more stereotyped and constrained. Figure  15.2 
contrasts a whimsical preschool drawing with an older child’s more stere-
otyped drawing.3 Older children want to master the graphic conventions of 
their culture. In the West, this leads to an interest in the rules of realism 
(perspective, shading, neatness, and yellow rather than green suns). In 
their desire to do things the “right way,” their works, while more realistic 
than those of preschoolers, seem also less aesthetically pleasing—​at least 
to the Western eye trained in the modernism of Klee, Miro, Kandinsky, 
Picasso, and other twentieth-​century Western painters. One could slip a 
five-​year-​olds’ painting into a modern art museum and fool some people, 
but one could not get away with this with a 10-​year-​old’s painting. I have 

Figure 15.1  Picasso-​esque drawing by my son, Benjamin Gardner, at age five.
From the collection of the author.



Who Makes Art and Why?  |  221

come to call the shape of artistic development U-​shaped—​with high play-
fulness and artistry in the preschool years, a decline in the middle child-
hood years in the “literal stage,” and a return to artistry, playfulness, and 
experimentation in those individuals who go on to become artists.4 

The willingness to violate realism declines with age, even if this is at the 
cost of stylistic consistency. We showed this by asking children to complete 

(a)

(b)

Figure 15.2  (a) Preschool drawing; (b) Older child’s “literal stage” drawing.
From the collection of the author.
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“incomplete” copies of drawings varying in realism.5 For example, we gave 
them two Picasso drawings, one far more realistic than the other, each with 
an arm and hand erased. We pointed to the blank space and told children to 
try to add the arm and hand the way the artist would have done. We scored 
their completions in terms of whether the level of realism in the drawing was 
matched in the completion.

Six-​year-​olds performed better than both 8-​ and 10-​year-​olds and did as 
well as the 12-​year-​olds. Thus, for example, six-​year-​olds completed the sche-
matic, non-​realistic Picasso drawing by adding an arm with a non-​realistic, 
schematic hand; they completed the realistic Picasso with a far more realistic 
hand. But the 8-​ and 10-​year-​olds completed all works in an equally realistic 
way. They appeared consumed with the goal of realism and were unwilling 
to draw non-​realistically even when this would have resulted in more sty-
listic consistency. Because the 6-​ and 12-​year-​olds performed equally well and 
better than the 8-​ and 10-​year-​olds, the willingness to violate realism can be 
considered to follow a U-​shaped curve.

The strongest evidence for U-​shaped development in drawing has been 
provided by Jessica Davis.6 She asked the following age groups to draw: 5-​year-​
olds, presumed to be at the high end of the U-​curve in aesthetic dimensions 
of their drawings; 8-​, 11-​, and 14-​year-​olds and non-​artist adults, presumed to 
be in the literal, conventional stage; and 14-​year-​old self-​declared artists and 
professional adult artists, presumed to have emerged from the literal stage. 
All Davis asked of her participants was to make three drawings: draw happy, 
draw sad, and draw angry. Then the drawings were scored (by judges who 
did not know the ages of the makers) for expression, balance, appropriate 
use of line as a means of expression (e.g., sharp, angled lines to express 
anger), and appropriate use of composition as a means of expression (e.g., 
an asymmetrical composition as more expressive of sadness than a symmet-
rical composition).

The results were striking: scores for the adult artists’ drawings were sig-
nificantly higher than scores for the works of children ages 8, 11, and 14 (non-​
artists) and adults (non-​artists), but did not differ from the scores of two 
other groups—​the youngest children (age five) and the adolescents who saw 
themselves as artists. Thus, only the five-​year-​olds’ drawings were similar to 
those by adult and adolescent artists, revealing again that U-​shaped develop-
mental curve for aesthetic dimensions of drawing.

David Pariser and Axel van den Berg countered that the U-​shaped curve 
is culturally determined—​a product of the Western expressionist aesthetic.7 
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They repeated Davis’ study with Chinese-​Canadian children living in 
Montreal. Judges were instructed to use Davis’ scoring method. Two judges 
were from the United States, and two were Chinese-​Canadians in Montreal. 
The judges from the United States replicated the Davis U-​shaped curve. But 
those from the Chinese community did not:  the curve produced by their 
scores did not show any decline, revealing that the Chinese judges did not 
value the aesthetic qualities of the five-​year-​olds’ drawings over those of 
the older children’s. Their scores seemed to reflect greater valuing of tech-
nical skill than playfulness and expressivity. This cultural difference in the 
judging eye was even more pronounced when judges did not have to follow 
any scoring protocol and were simply asked to put the drawings into three 
piles: best, just OK, and poorest. The Chinese judges scored the youngest 
drawings below those of all others; the US judges scored these drawings as 
among the best.

This finding, if replicated, would allow the conclusion that the U-​
curve is a reflection of how we judge children’s art and is a product of a 
Western modernist expressionist aesthetic. It is also likely that the loss of 
expressiveness in drawings that the Western judges perceived may not be 
inevitable. Arts education plays a very small role in our schools. It is cer-
tainly possible that if the visual arts were taught seriously throughout the 
school years, fewer children would experience a decline in interest or ex-
pressiveness. This could be tested in societies that valorize visual artistic 
expression.

The same decline of artistry is seen in the verbal arts—​namely, in the 
creation of metaphors. I have found that two-​ and three-​year-​olds use words 
non-​literally—​a folded potato chip is labeled “cowboy hat,” a yo-​yo held up 
to the chin is a “beard,” a peanut shell being pried open is a “crocodile’s 
mouth,” and freckles are called “cornflakes.”8 And there is plenty of evidence 
that these children were not making honest mistakes but were being delib-
erately playful. Either they had previously named these objects with their 
conventional names (demonstrating their knowledge of the literal name), 
or they smiled with delight as they named, or their non-​literal namings 
were accompanied by pretend play (e.g., putting the yo-​yo to the chin and 
laughing), showing these were not intended literally. But by the school years, 
these kinds of non-​conventional labels become less common. Children now 
want to use words the way they are supposed to be used. Whether future 
poets showed this same decline in playful use of language in the school years 
has never been documented.
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The Course of Artistic Development in Artistically  
Gifted Children

Some children show a striking gift for drawing realistically at a very young age. 
The drawings at the bottom of Figure 15.3 were made by a gifted three-​year-​old—​
a child we would call a precocious realist. Compare these drawings to a typical 

(a)

(b) (c)

Figure 15.3  (a) Typical three-year-old “tadpole” human figure drawing. From the 
collection of the author. (b) and (c) More fully articulated figure drawings by gifted 
child artist, Gracie Pekrul, age three. Reprinted with permission of Gracie’s mother, 
Jennifer Krumm.
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“tadpole” human figure drawing at age three, shown at the top of Figure 15.3. 
Constance Milbrath demonstrated that gifted child artists use foreshortening by 
ages 7 or 8, while typical children only get there by ages 13 or 14.9 The drawing in 
Figure 15.4 is by a gifted child aged four years and seven months who represented 
depth by occlusion, and showed figures in motion.10 Note how skillfully he 
captures the twisting head of the dinosaur at the bottom left.

The ability to draw realistically at an early age can be seen in the child-
hood drawings of adult artists including Pablo Picasso, John Everett Millais, 
Edwin Henry Landseer, John Singer Sargent, Paul Klee, and Henri de 
Toulouse-​Lautrec. Artist and curator Ayala Gordon observed naturalism in 

Figure 15.4  Drawing of dinosaurs by gifted child artist Arkin Rai at 4 years 7 months.
Reprinted with permission of Arkin’s father, Dinesh Rai.
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the childhood compositions of 31 Israeli artists.11 Picasso spoke of one of his 
childhood drawings in this way:

I was perhaps six. . . . In my father’s house there was a statue of Hercules with 
his club in the corridor, and I drew Hercules. But it wasn’t a child’s drawing. It 
was a real drawing, representing Hercules with his club.12

Drawings by artistic savants—​individuals with autism and drawing 
talent—​also show an early ability to draw very realistically. Drawings by 
Nadia, a low-​functioning autistic child with a mental age of three at age six, 
show an astonishing realism. Her drawings of riders on horses are reminis-
cent of sketches by Leonardo.

In the West, realism has long been prized. From the Renaissance until 
the twentieth century, artists have created the illusion of space, volume, and 
depth on a two-​dimensional surface.13 Is it because children see so many re-
alistic images that realism is a sign of precocity in drawing? A comparison to 
non-​Western art prodigies shows the powerful role of culture in determining 
these early signs of artistic talent. Wang Yani was a child prodigy in painting 
in China.14 But her paintings looked nothing like those by Western gifted 
children. Hers were painted in the allusionistic, impressionistic style of tra-
ditional Chinese brush painting, as shown in Figure 15.5.

But Yani does share something with Western art prodigies:  what art 
prodigies in both the East and West show is the ability to master the pictorial 
conventions of their culture. In the West this means mastering the conven-
tion of perspective and realism. In China this means mastering the conven-
tion of capturing the spirit of objects, not their exact likeness.

Ten Thousand Hours versus Innate Talent: Four Arguments 
in Favor of Talent

Some children who are precocious at mastering the pictorial conventions of 
their culture will go on to become artists as adults. It is typically just children 
with this kind of talent who climb out of the conventional period and start 
to violate the rules mastered earlier—​and hence, they move  into the post-​
conventional stage. While the preschooler lacks conventions, the adult mod-
ernist artist has mastered them and then rejected them. It is because neither 
preschool nor adult Western art is dominated by conventions that the two 
bodies of work seem superficially so similar.

But which children emerge from the dip in the U and become artists? 
Are they the talented few, or just those who work much harder than others 

 

 



(a)

(b)

Figure 15.5  Paintings by Chinese painting prodigy Wang Yani at age three (a) and 
at age four (b). India ink on rice paper.
Reprinted by permission of Wang Yani via Galerie Jaspers, Munich, Germany.
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at honing their skill? Talent is a word that upsets a lot of people. It has be-
come fashionable today to believe that our greatest accomplishments, in-
cluding in the arts, are the product not of talent but of hard work—​namely 
10,000 hours of hard work. This argument was developed by psychologist 
Anders Ericsson,15 who used the term deliberate practice instead of hard 
work—​practicing over and over again and with mindfulness what is most 
difficult—​and was  later popularized by Malcolm Gladwell.16 But while de-
liberate practice is necessary for the achievement of high levels of expertise, 
it is simply not sufficient.17 Talent—​the innate proclivity to learn easily and 
quickly in a particular domain—​is also a necessary ingredient and should 
not be lightly dismissed. Let’s consider four pieces of evidence countering 
the “all it takes is practice” view: early high achievement, biological markers, 
motivation, and finally, some experimental evidence.

Early High Achievement

The indisputable fact of precocious achievement in drawing prior to much 
practice is one argument against the 10,000 hours claim.18 The idea that these 
precocious realists have achieved mastery of graphic realism through practice 
makes little sense when we realize how advanced their drawings were from the 
start. Even if we have no evidence of their very earliest drawings, the idea that 
any child could engage in enough practice to make such drawings at such early 
ages does not seem plausible. And early signs of high ability are seen in other 
domains as well—​for example in music, math, chess, and verbal reasoning.19

Biological Markers

A second argument against the all-​it-​takes-​is-​practice view is that precocious 
realists as well as adult visual artists show a pattern of strengths and deficits 
that are most parsimoniously explained as reflecting biological, innate char-
acteristics, as explained next.

Non-​Right-​Handedness and Anomalous Dominance

A disproportionate number of adult artists and children who draw precociously 
are non-​right-​handed.20 No environmental explanation can make sense of this 
finding: artists do not need to use both hands when drawing, and even very 
young precocious drawers show this tendency, often drawing interchangeably 
with both hands.21 Non-​right-​handedness is an (imperfect) marker of anomalous 
brain dominance. About 70% of people have standard dominance—​a strong 
left-​hemisphere dominance for language and hand (yielding right-​handedness) 

 

 

 

 



Who Makes Art and Why?  |  229

and a strong right hemisphere dominance for other functions such as visual-​
spatial and musical processing.22 Those thirty percent with anomalous dom-
inance have more symmetrical brains (with language and visual-​spatial 
functions represented to some degree on both sides of the brain).

Visual-​Spatial Strengths

Anomalous dominance has been associated with strengths in visual-​spatial, 
musical, and mathematical abilities.23 How do gifted drawers stack up here? 
There are reports of unusually vivid and early visual memories in such chil-
dren.24 For example, they are better able to recognize non-​representational 
shapes that they have seen before25 and to recall shapes, colors, compositions, 
and forms in pictures.26 They also excel at recognizing what is hinted at in 
incomplete drawings,27 suggesting that they have a rich lexicon of mental 
images, and they are faster than typical drawers on an embedded figures task 
where they have to find shapes “hidden” in contexts.28 In short, precocious 
realists show the kinds of right-​hemisphere skills that would be predicted by 
anomalous dominance.

Language Weaknesses

What about weaknesses that might be biologically based? Anomalous dom-
inance has also been argued to lead to deficits in areas for which the left 
hemisphere is important, resulting in language-​related problems such 
as dyslexia.29 When either adults or children who draw at high levels are 
examined for verbal problems, they show weaknesses. Artists score poorly 
on tests of verbal fluency,30 they report more reading problems as children 
than do other college students,31 and they make more spelling errors than do 
other students.32 And the kinds of spelling errors they make are just those 
associated with poor reading skills—​non-​phonetically based errors that do 
not preserve letter–​sound relationships (e.g., physicain rather than fizishun 
when spelling physician).33

This association of non-​right-​handedness, spatial skills, and linguistic 
problems has been called the “pathology of superiority” by neurologists 
Norman Geschwind and Albert Galaburda.34 While the cause of this asso-
ciation remains controversial,35 there is no denying the existence of this 
association. This fact lends support to the claim that children who draw pre-
cociously are different from the start.

Most children are language  learning prodigies:  they acquire the lan-
guage of their culture rapidly and with no direct instruction. They have 
brains wired to acquire language. But only a small subset of children are 
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prodigies in other areas—​typically seen in drawing, music, mathematics, 
or chess. Anthropologist Claude Lévi-​Strauss had this to say about the 
kind of mind that could compose music: “we do not understand the dif-
ference between the very few minds that secrete music and the vast num-
bers in which the phenomenon does not take place, although they are 
usually sensitive to music. However, the difference is so obvious, and is 
noticeable at so early an age, that we cannot but suspect that it implies 
the existence of very special and deep-​seated properties.”36 He certainly 
seems to come down on the side of innate talent rather than of deliberate 
practice.

Motivation: Rage to Master

A third argument against the practice position is that it does not explain what 
motivates these children to work so hard. One cannot bribe a typical child to 
draw all day, but the precocious children Jennifer Drake and I have studied 
insisted on spending their time in this way. Parents reported that these chil-
dren sometimes had to be dragged away from drawing in order to eat, sleep, 
go to school, and be sociable. These children show a “rage to master” in the 
domain of drawing—​a strong drive to figure out the rules of graphic rep-
resentation. They draw constantly and compulsively. One child we studied 
drew his first face at age three—​a circle with two eyes, and then went on 
to draw four hundred faces like this all in one sitting.37 The interest, drive, 
and desire to work on something must be part and parcel of the talent. This 
desire to work so hard at something comes from within, not without, and 
occurs almost always when there is an ability to achieve at high levels with 
relative ease. This rage to master can be seen in autistic savants as well, 
but non-​autistic gifted children show this drive, too—​and we see this in all 
areas in which children show precocity—​whether drawing or music or math 
or chess.

Occasionally we spot examples of a rage to master without particu-
larly high ability. Gertrude Hildreth38 documented the drawings of a child 
who made over 2,000 drawings of trains between the ages of 2 and 11. His 
drawings were better than average, but he never progressed to prodigy level. 
This child showed what can be achieved through hard work but no unusual 
talent.39

The drive to draw found in precocious drawers has its parallels in other 
domains. There are children who spend hours every day finding and solving 
math problems, and these children also are precocious at math and are able 
to think about mathematical concepts far beyond the reach of their peers. 
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The same kinds of children have been observed in the areas of instrumental 
music performance, chess, and reading.40 We don’t usually note examples 
of precocity in writing, but my husband, Howard Gardner, a writer of many 
nonfiction books, exhibited precocity in nonfiction writing when he put out 
a newspaper in second grade, using a mini printing press.

Experimental Evidence: Controlling for Deliberate Practice

When researchers control statistically for hours of deliberate practice, 
differences in levels of achievement remain. Researchers Elizabeth Meinz 
and David Hambrick41 quantified the relative importance of deliberate prac-
tice and working-​memory capacity in piano sight-​reading skill. Deliberate 
practice was necessary, accounting for almost half of the variability in piano 
sight-​reading skills. But working-​memory capacity predicted skill level above 
and beyond deliberate practice. Thus, deliberate practice is not sufficient to 
become an expert sight-​reader, and poor working-​memory capacity may pre-
clude achieving expertise no matter how hard you work. A  meta-​analysis 
pooling 28 findings on the relationship between music expertise and delib-
erate practice yielded this result: deliberate practice accounted only for 21% 
of the variance in musical achievement.42 Twenty-​one percent is not nothing, 
but clearly it’s certainly not the whole story.

Research on chess masters tells a similar story.43 It turns out that number 
of hours of deliberate chess practice does not perfectly predict level of chess 
achieved:  there are wide individual differences in the number of hours 
needed to reach grandmaster level, and some people who put in huge 
amounts of chess time never attain master level. The most plausible expla-
nation for these differences is an innate proclivity to pick up with rapidity the 
skills that chess requires. What is true of chess masters is bound to be true 
of all kinds of great achievers, whether in the arts, the sciences, or athletics, 
though comparable studies have not yet been conducted.44

Talent Plus Work Is Still Not Enough

I have tried to make the case for the necessity of inborn talent in becoming 
a visual artist—​and I believe that what holds for the visual arts holds as well 
for the other art forms. Hard work is, of course, necessary; it is just not suf-
ficient. But even talent plus hard work together cannot ensure that a child 
prodigy in an art form goes on to become an adult artist in that art form. 
The highest possible endpoint of artistic talent in childhood is creativity in 
the sense of domain-​altering innovation—​big-​C creativity. Only a fraction of 
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children gifted in any domain eventually become revolutionary adult creators 
in that domain.45 Why?

The answer is that the skill of being a prodigy is not the same as the 
skill of being a big-​C creator—​at least this is true in the West. A prodigy is 
someone who can easily and rapidly master an already-​established domain. 
A creator is someone who disrupts and changes a domain.46 All young chil-
dren, whether typical or gifted, say charmingly creative things that no adult 
would say and engage in fantasy play.47 However, this kind of universal cre-
ative thinking is quite different from the kind of big-​C creativity that is in-
volved in reshaping a domain. Personality and will play a significant role. 
Creators seek to shake things up. They are restless, rebellious, and dissatis-
fied with the status quo.48 They are courageous49 and independent.50

There is some evidence, though not definitive, that creators (again in the 
West) have disproportionately suffered childhoods of stress and trauma.51 
There is also clear evidence for a disproportionate incidence of bipolar dis-
order in creative individuals.52 Of course, neither childhood trauma nor psy-
chopathology are necessary predictors of major creativity, and there are many 
different life outcomes for gifted children. In addition, some major creators 
(Charles Darwin, for example) were not recognized as gifted in childhood, or 
early signs of giftedness were simply missed.

The bottom line is that we should never expect a prodigy to go on to be-
come a creator. The ones who do make this transition are the exception, not 
the rule. Expecting a prodigy to become a major creator is unfair and psy-
chologically damaging for those who do not have the mind and personality 
to become a creator.

What I have said here about the difficult transition from prodigy to major 
creator is likely culture-​bound. In the West we valorize originality in the arts; 
talent without originality is of little interest. In Asian cultures, at least tra-
ditionally, originality in art is less important than skill. Artists were meant 
to spend most of their lives mastering the styles of their teachers, only very 
late moving on to a somewhat new style of their own.53 Cultures’ differing 
emphases on originality versus skill must affect the kind of individual who 
becomes an artist—​an intriguing question that remains to be pursued.

In Sum: We Can’t Live Without It But Who Knows Why 
Art Evolved

If high achievement in art requires some sort of inborn ability, then skill in 
art making would seem to be an adaptive trait. But while it is easy to speculate 
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on the survival value of language or tool use, it’s not so easy to come up with 
a natural selection explanation for why art evolved in humans. Evolutionary 
psychologists have tried, of course. They have argued that fiction is a form 
of virtual reality that allows us to practice (in the safety of our imaginations) 
how to behave in different kinds of roles and social relationships.54 And 
people who are more skilled at social relationships may be more likely to re-
produce and spread their genes. Another commonly heard argument is that 
artistry is a form of sexual selection.55 Just as Darwin noted that the peacock’s 
tail attracts female mates,56 certain valued human behaviors are also said to 
be able to attract mates and thus improve reproductive success. Evolutionary 
psychologist Geoffrey Miller argues that intelligence, humor, creativity, al-
truism, and artistic ability are all traits likely to improve reproductive suc-
cess.57 In his words:

Applied to human art, beauty equals difficulty and high cost. We find at-
tractive those things that could have been produced only by people with 
attractive, high-​fitness qualities such as health, energy, endurance, hand-​
eye coordination, fine motor control, intelligence, creativity, access to rare 
materials, the ability to learn difficult skills, and lots of free time.58

Others like Steven Pinker59 have argued that art is a spandrel—​it evolved 
as a by-​product of our complex brains, with no survival function of its own. 
In contrast, Semir Zeki sees the function of art as an extension of the func-
tion of the brain—​“the seeking of knowledge in an ever-​changing world.60 If 
art making is a way of understanding the world (a position Nelson Goodman 
took), then art making is also not a spandrel, as knowledge of one’s environ-
ment is absolutely foundational for survival.

Survival value arguments for art are extremely difficult to test:  we can 
never test them with controlled experiments designed to show causation 
given the conditions under which evolution in fact occurred. While art serves 
many very important psychological functions from culture to culture, we 
cannot say that these functions are why art evolved, or that without art we 
would not have survived. Art making could well just be a product of our 
complex brains. With our brains comes the urge to make things, not just to 
notice them, and the capacity to get immense pleasure from making things 
that are just to be contemplated rather than to serve some instrumental pur-
pose. Without art, Homo sapiens might have survived but we would be a very 
different kind of species.





	 PART VI	� Conclusion

In the concluding chapter, I consider the relationship 
between the psychology of art and the philosophy of 
art while summarizing the key points I have tried to 
lay out. I hope to have shown that the relationship be-
tween these two disciplines is one of mutual enrich-
ment, rather than a contest and a matter of either-​or.

 

 





	 CHAPTER 16	� How Art Works

In these pages I  have examined questions about the arts that have 
been debated—​sometimes for centuries—​by philosophers of art. To these 
questions philosophers have proposed answers based on reasoned argu-
ment, intuition, and introspection. Philosophers do not typically ask what 
ordinary people think about these questions. They care about getting the 
issues clear and straight and, if possible, approaching the truth of the matter.

Psychologists have asked different questions: not “What is art?” but rather 
“What do people think is art?”; not “Are aesthetic judgments objective? but 
rather “Do people believe aesthetic judgments have an objective basis?” My 
goal has been to show what psychologists, using the methods of social sci-
ence, have revealed about how ordinary people (that is, not philosophers) 
reason about these questions—​and to point out when ordinary discourse 
about the arts mirrors what some philosophers have said, and conflicts with 
what others have said.

In the sections that follow I have tried to capture the highlights of each 
chapter, contrasting philosophical positions (as well as common-​sense views) 
with what social science has actually revealed.

Can Art Be Defined?

Whether art can be defined was the question with which I opened this book. 
Here the research clearly supports the philosophical position that art is not a 
concept with necessary and sufficient features. Art is also not a natural kind 
concept. It is a socially constructed concept, and this makes it possible for 
what counts as art to keep changing.
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There is empirical support for Nelson Goodman’s position that when an 
object functions as a work of art (because we believe it to be art), we attend to 
it and remember it (and our brains respond to it) in a manner qualitatively 
differently from when that object is not functioning as art. This conclusion 
brings us back to Kant’s idea of the aesthetic attitude being a form of dis-
interested contemplation. We may not be able to pinpoint what is and is 
not art, but philosophers and psychologists together may be able to pinpoint 
the difference between observing something with or without an aesthetic 
attitude. In addition, our “meta-​concept” of art differs from our “meta-​con-
cept” of other kinds of artifacts. Our linguistic hedges study showed that in 
contrast to non-​art artifact concepts like tools, people believe that art a kind 
of concept that is more loosely defined, and more dependent on expert deter-
mination of what is and is not a member of the category art. Taken together, 
these results support the dominant modern philosophical position that art 
cannot be tightly defined. Instead, we can loosely define art by listing the var-
ious possible characteristics of works of art, recognizing that this list must 
remain an open one.

Does Music Express Emotion to the Listener?

Though some music theorists have denied that music expresses emotions, 
most music philosophers believe it does. What psychological research 
shows us is that people, whether musically trained or not, typically report 
perceiving quite specific emotions from playing or listening to music. And 
these emotions go way beyond basic ones like happiness and sadness to 
include feelings like nostalgia, melancholy, tenderness, and amazement. 
While emotion theorists might debate whether all of these terms are actually 
names for emotions, these are clearly states restricted to sentient beings and 
thus can only be metaphorically but not literally conveyed by music.

What justification would there be to deny what so many people say they 
perceive in music? While I may incorrectly misclassify a dog as a cat, what 
sense does it make to say that I incorrectly misclassify music as expressing 
sorrow? After all, there is no way to falsify this perception, because there is 
no way to test whether music objectively shows an emotion. This claim is an 
inherently psychological (subjective) one.

Accepting that people do hear emotional properties in music, the question 
then becomes how music manages to convey emotion. One clear finding from 
research is that certain structural features in music mirror how emotions 
are conveyed by the prosodic features of speech, such as speed, pitch level, 
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and loudness. When we are sad we speak more slowly, more softly, and in a 
lower register. Thus when music is slow and soft and low, we perceive it as 
sad. Other emotional properties (like the link between the minor mode and 
sadness, the major mode and happiness) may be learned, but as I pointed 
out, I do not believe this matter has been fully resolved. Research has also 
shown that people agree on which basic emotions are expressed by music 
even in a culturally unfamiliar form. The psychological research provides no 
support for the claim that music does not express emotions. I conclude that 
the conventional wisdom that music is the language of the emotions holds 
up very well.

Does Music Evoke Emotion in the Listener?

We know that music is pleasing and arousing. Music activates the reward 
areas of the brain, and also speeds up our heartbeat, respiration rate, and other 
symptoms of arousal. There is really no philosophical puzzle about this because 
pleasure and arousal are not technically emotions. The philosophical puzzle is 
how music can cause us to feel emotions. Emotions are about something. Yet 
when we hear sadness in music and thus feel sad ourselves, there is no object 
to our sadness. Nothing bad has happened to make us feel sad. This puzzle has 
led some philosophers to deny that we do feel emotions from music. They admit 
that we can feel pleasure and we can feel moved, but when we say we feel sad or 
happy, we are just wrong. We hear emotion in the music and mistakenly believe 
we are actually feeling that emotion. Other philosophers, however, see nothing 
incoherent about the idea of an objectless emotion. We mirror in ourselves the 
emotion we hear in the music and we feel that emotion.

Research clearly supports the position that music elicits emotions in the 
listener. It makes no sense to deny that music evokes actual emotions in 
us when everyone reports that it does. Could we all be wrong? And people 
are not simply confusing what they hear in the music from what they feel. 
They do not always directly mirror in themselves what they hear in the 
music because they can also distinguish what they hear from what they 
feel. For instance, people can hear music as sad yet report feeling nostalgic 
or dreamy. But I have suggested that the emotions we feel from music feel 
somewhat different from emotions that have objects and that are evoked 
outside of music. We know that the sadness that Elgar’s cello concerto 
evokes is caused by the performance of music, and not by an actual tragedy. 
This cannot help but soften the sadness. Overall the research on this topic 
fails to provide support for the philosophical position that we cannot feel 
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emotion from music. We do, but these emotions are softened by aesthetic 
distance.

Do Pictures Express Emotion to the Viewer?

Nelson Goodman’s argument that everything is similar to everything else on 
some dimension or other may be logically sound. But it is Rudolf Arnheim’s 
argument for a natural similarity between forms and emotions that is 
supported by the research evidence. There is agreement across ages and 
across cultures about the expressive properties of visual forms. Moreover, 
our proclivity to see expressive qualities in visual forms is not limited to 
pictures functioning as art: we see the same kinds of expressive properties in 
rocks, trees, columns, cracks, drapery, and other mundane objects if we are 
predisposed to look at them in this way.

This general proclivity is also seen in the phonetic symbolism of lan-
guage as we so readily perceive the expressive connotations of the sounds 
of words: mal is “big,” mil is “little”; ch’ung and ch’ing are translated from 
Chinese as “heavy” and “light,” respectively, and not the reverse.

Phonetic symbolism is akin to the kind of visual-​form symbolism 
discussed in this chapter. Thus, when Kirk Varnedoe titled his book about 
abstract art Pictures of Nothing, he was alluding to what some say about ab-
stract art—​that it consists of meaningless blobs of paint—​but he went on to 
describe how full of meaning, including emotional meaning, abstract art is. 
While both music and abstract pictures express emotions, they do so in very 
different ways. Yet both involve the relationship of resemblance. Our percep-
tion of emotion in music is made possible in part because of its resemblance 
to speech prosody; our perception of emotion in abstract art grows out of our 
ability to see expressive properties in all visual forms. Yet the mechanism by 
which we see expressive properties in visual forms is not fully understood 
and remains mysterious. While we know that people perceive emotion in 
art through some sort of formal isomorphism, we really do not know how 
this occurs, or in what this isomorphism really consists. These are yet unan-
swered questions.

Does Visual Art Evoke Emotion in the Viewer?

Mark Rothko said his paintings were meant to evoke powerful emotions in 
viewers. Some people have reported weeping as they stand in front of his 
entirely non-​representational, abstract paintings. But there is little evidence 

 

 



How Art Works  |  241

that this kind of emotional response is the norm. And emotional responses 
to visual art seem to be less powerful than emotional responses to music. 
I have suggested that this may be due to the fact that music envelops us, 
takes place over time, and makes us feel like moving far more than do other 
art forms. The way we normally interact with visual art is to glance briefly 
and move on, and this mode of interaction is guaranteed to not evoke strong 
emotions.

When people do report feeling like crying when looking at art, they are 
clearly feeling moved. And there is intriguing evidence that when we are 
powerfully moved by works of visual art, an area of the brain known to be 
associated with introspection, the default mode network, is activated. This 
finding suggests (but alone does not serve as proof) that visual art has the 
power to make us look inside ourselves. If this is true, then visual art that 
moves us can foster self-​understanding.

Why Do We Enjoy Negative Emotions from Art?

Aristotle said we don’t like to look at painful things in life but get pleasure 
from seeing these things in art. We like tragedy on stage because of its ca-
thartic effect. We like sad music. We look at paintings of suffering, dying 
people, we go to horror movies, scary movies, suspenseful movies. Does this 
mean we are masochists? We can answer this in the negative, because the 
research shows that when we experience art with painful content we not only 
feel negative emotions but also feel positive ones. And that is primarily be-
cause of aesthetic distance. That is, we know that our emotions are caused by 
art, not “real life.” In addition, the experience of negative emotions promotes 
meaning making as we try to make something positive out of a painful expe-
rience. And meaning making is one of the most important functions of art.

Are Aesthetic Judgments Based on Anything Objective?

Philosophers and art experts have disagreed about whether aesthetic 
judgments have truth value or are simply subjective, just matters of opinion. 
Whether or not these judgments do in fact have any objective basis, research 
shows that lay people believe that such judgments have no objective basis, 
classifying them as more like matters of opinion than matters of fact. Perhaps 
one reason for the belief that these judgments are just matters of opinion is 
that we find it exceedingly difficulty to come up with cogent reasons why one 
work is better than another. I am sure that Shakespeare is overall a superior 
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author compared to Agatha Christie, but how can I prove this to you? I can 
tell you his language is more beautiful, but you might tell me hers is more 
true to life. I can tell you his characters make me think more, but you can tell 
me that her characters make you think just as much—​after all, figuring out 
“who did it” can be all-​consuming.

If we conclude that aesthetic judgments have no objective basis, what 
would determine our aesthetic preferences? Could it simply be familiarity? 
This is what James Cutting purports to show, arguing that the artistic canon 
is maintained by a feedback loop involving mere exposure: the more familiar 
we become with a work, the more we value it, and the more we value it, the 
more we look at it, deepening our familiarity. I have pointed to an alternative 
interpretation of Cutting’s research: works make it into the canon because 
they are of higher objective quality than works that did not make it into the 
canon. In other words, though we may not be able to define it, perhaps ob-
jective quality does exist and accounts for why some works have withstood 
the test of time, and have been valued for centuries by people from many 
different artistic cultures.

Do Our Beliefs About Effort Shape Our Aesthetic 
Judgments?

Do we judge a work of art just by its perceptible properties, or do our beliefs 
about how it was made also play a role? Philosopher Denis Dutton believed 
that we judge a work of art by the kind of achievement we think it represents. 
Something that could have been created without much effort constitutes a 
very different kind of achievement from something that required hard work 
and much effort. One might assume that a work completed without much ef-
fort would be most valued because such a work is evidence of a greater talent 
than one completed with greater effort. However, research shows just the 
opposite. All else being equal, more effort leads to a more positive judgment. 
The history behind the work is part and parcel of the work. We cannot help 
but allow our beliefs about the process to affect our evaluation of the product.

What Is Wrong with A Beautiful Perfect Fake?

Why we should care if a painting we find beautiful turns out to be a perfect 
fake is a profound question. The fake is just as beautiful as it always was. Yet 
research confirms that we do not like fakes. We do not want to go to a mu-
seum to look at a fake and we do not want one in our living room. The fact 
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that we devalue perfect copies even when we admit they remain beautiful 
shows that there is more to art’s true value than just looking good. And that 
extra property is the work’s connection to history, to the hand of the master, 
and to what we know about the mind that made it. Because of the mind that 
made it, we imbue a work of art with the essence of the artist—​irrational, but 
apparently true. This conclusion is entirely consistent with Denis Dutton’s 
position that we judge a work of art not just by what it looks like but by what 
kind of achievement it demonstrates.

Could a Child Have Made That Jackson Pollock?

There is a deep mistrust of abstract art. People do not know how to evaluate 
it. How can we tell if it is good when we can’t use realism, subject matter, or 
narrative implications as a guide? In addition, abstract art looks superficially 
a lot like paintings by preschoolers. This is why people say, “My kid could 
have done that.”

But your kid actually could not have done that. The untutored eye is able to 
distinguish works by children (and certain animals) from works by abstract 
expressionist painters. We can see the difference, and we also recognize the 
works by the master artists as better than those by children and animals. And it 
turns out that the way we make this discrimination is by perceiving intention-
ality. We perceive greater intentionality in works by artists than in superficially 
similar works by children and animals. This research leads me to conclude 
that we see more than we think we do in abstract art. When we evaluate a work 
of art, we are thinking about the mind that made it (consistent with what we 
know about our response to art forgeries).

Does Art Make Us Smarter?

Just as some people say that any kid could have made a work of abstract 
expressionism, they (or others) assert with confidence that art makes our 
kids smarter. Arts-​infused schools, it is said, will raise academic achieve-
ment and standardized test scores. Music lessons will raise a child’s IQ. 
Unfortunately, research does not provide much support for these instru-
mental claims. We will have to look elsewhere for the value of an arts ed-
ucation. I believe that we should be looking at the kinds of habits of mind 
and ways of working engendered by studying an art form seriously. In the 
case of the visual arts, this includes learning to observe closely, learning 
to envision, learning to explore and learn from mistakes, learning to stick 
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with something over time, and developing the habits of critique and eval-
uation and reflection on one’s process.

Does Fiction Make Us More Empathetic?

Both philosophers and psychologists have claimed that fiction makes us 
more empathetic. We empathize with fictional characters, fearing for their 
safety, weeping at their suffering. Shouldn’t this heighten our tendency to 
empathize with others once we close the pages of our novel? After all, litera-
ture introduces us to a much wider range of people than we could ever meet 
in real life, and thus it must help us to understand others, and empathize 
with them. I showed in this chapter that there is only the weakest of evidence 
for this rosy view of what reading fiction can do, but went on to suggest 
how we might look for such evidence. On the other hand, there is stronger 
evidence that enacting a fictional character (rather than reading about one) 
leads to greater understanding of others and more altruistic behavior toward 
others.

Can Art Be Therapeutic?

Many would agree that engaging in the arts makes us feel better. And 
I presented evidence that when young children living in poverty engage in 
art making, they show physiological indices of stress relief. What is it about 
the arts that relieves stress? Both Aristotle and Freud took the position that 
the arts are therapeutic because they are cathartic. For Aristotle, watching a 
tragedy arouses pity and fear, feelings which at the conclusion of the tragedy 
flood out of us, leaving us calm. For Freud, making art involves sublimating 
forbidden urges in a socially acceptable way, resulting in release of tension. 
But research shows another mechanism at work: making art pulls us away 
from negative affect and distracts us from our problems. And this fits what 
some artists tell us about how making art is a glorious escape. Whether more 
intensive and longer-​term involvement in the arts can help to relieve stress 
not via distraction but through the process of venting and working through 
difficulties (like what goes on in art therapy) remains to be determined—​but 
is a distinct possibility.
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Who Makes Art and Why?

For a long time people assumed that artists (and other highly creative and 
accomplished people) are born, not made. More recently, it has become 
fashionable to reject this “nativist” view for the more egalitarian-​flavored 
belief that we can all achieve extreme heights in any domain as long as 
we are willing to engage in countless (or rather, 10,000) hours of effortful 
practice beginning at a young age. It has become almost a religious dogma 
to adhere to this position, claiming that the onus is on the other side to 
prove there is such a thing as innate talent. But now we are beginning to 
see studies showing that while hard work is necessary for artistry, it is not 
sufficient. Individuals who have had the same intensity of practice over 
many years simply do not end up reaching the same level of artistry. The 
old view turns out to have truth to it after all.

Disciplines develop for a reason. They have methods and standards, but 
many of the most interesting and important questions and problems do not 
come stamped “Made for philosophy” or “Test only in the psychology lab.” 
My goal in these pages has been to examine some of the most interesting 
questions and problems about the psychology of the arts, wherever they em-
anate, and to identify progress as well as false leads in our attempt to address 
these issues. My hope is that this effort helps to move their pursuit in posi-
tive directions.
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	 5.	 It has also been argued by evolutionary psychologists Tooby and Cosmides 
(2001) that fiction has another function:  it sharpens our counterfactual reasoning 
abilities in a safe environment. I do not consider the evidence for this claim here, and 
focus only on fiction’s potential effect on empathy.
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	 68.	 Dodell-​Feder, Lincoln, Coulson, and Hooker (2013).
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	 70.	 Keen (2007), p. 168.
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	 54.	 Tooby and Cosmidis (2001).
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