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			1.

			The Plow

			Imagine catastrophe.

			The end of civilization. This complex, intricate modern world of ours is finished. Don’t worry about why. Maybe it was swine flu or nuclear war, killer robots or the zombie apocalypse. And now imagine that you—lucky you—are one of the few survivors. You have no phone. Whom would you phone, anyway? No Internet. No electricity. No fuel.1

			Four decades ago, the science historian James Burke posed that scenario in his TV series Connections. And he asked a simple question: Surrounded by the wreckage of modernity, without access to the lifeblood of modern technology, where do you start again? What do you need to keep yourself—and the embers of civilization—alive?

			And his answer was a simple yet transformative technology.2 It’s a plow. And that’s appropriate, because it was the plow that kick-started civilization in the first place. The plow, ultimately, made our modern economy possible. And by doing that, it made modern life possible, too, with all its conveniences and frustrations: the satisfaction of good, plentiful food; the ease of a quick Web search; the blessing of clean, safe water; the fun of a video game; but also the pollution of air and water, the scheming of fraudsters, and the grind of a tedious job—or no job at all.

			Twelve thousand years ago, humans were almost entirely nomadic, hunting and foraging their way into every niche they could find all around the world. But at the time the world was emerging from a cold snap: things were starting to get hotter and drier. People who had been hunting and foraging in the hills and high plains found that the plants and the animals around them were dying. Animals were migrating to the river valleys in search of water, and people followed.3 This shift happened in many places—more than eleven thousand years ago in Western Eurasia, nearly ten thousand years ago in India and China, more than eight thousand years ago in Mesoamerica and the Andes. Eventually it happened almost everywhere.4

			These fertile but geographically limited river valleys changed the way people got enough to eat: it was less rewarding to roam around foraging for food, but more rewarding to give the local plants some encouragement. That meant breaking up the surface of the soil, which brought nutrients to the surface and let moisture seep deeper, out of sight of the harsh sun. At first they used sharp sticks, held in the hand, but soon they switched to a simple scratching plow, pulled by a pair of cows. It worked remarkably well.

			Agriculture began in earnest. It was no longer just a desperate alternative to the dying nomadic lifestyle, but a source of real prosperity. When farming was well established—two thousand years ago in Imperial Rome, nine hundred years ago in Song dynasty China—these farmers were five or six times more productive than the foragers they had replaced.5

			Think about that: It becomes possible for a fifth of a society’s population to grow enough food to feed everyone. What do the other four-fifths do? Well, they’re freed up to specialize in other things: baking bread, firing bricks, felling trees, building houses, mining ore, smelting metals, constructing roads—making cities; building civilization.6

			But there’s a paradox: More abundance can lead to more competition. If ordinary people live at subsistence levels, powerful people can’t really take much away from them—not if they want to come back and take more the next time there’s a harvest. But the more ordinary people are able to produce, the more powerful people can confiscate. Agricultural abundance creates rulers and ruled, masters and servants, and inequality of wealth unheard of in hunter-gatherer societies. It enables the rise of kings and soldiers, bureaucrats and priests—to organize wisely, or live idly off the work of others. Early farming societies could be astonishingly unequal—the Roman Empire, for example, seems to have been close to the biological limits of inequality: if the rich had had any more of the Empire’s resources, most people would simply have starved.7

			But the plow did more than create the underpinning of civilization, with all its benefits and inequities. Different types of plows led to different types of civilization.

			The first simple scratch plows used in the Middle East worked very well for thousands of years—and spread west to the Mediterranean, where they were ideal tools for cultivating the dry, gravelly soils. But then a very different tool, the moldboard plow, was developed—first in China more than two thousand years ago, and much later in Europe. The moldboard plow cuts a long, thick ribbon of soil and turns it upside down.8 In dry ground, that’s a counterproductive exercise, squandering precious moisture. But in the fertile wet clays of Northern Europe, the moldboard plow was vastly superior, improving drainage and killing deep-rooted weeds, turning them from competition into compost.

			The development of the moldboard plow turned Europe’s natural endowment of fertile land on its head. People who lived in Northern Europe had long endured difficult farming conditions, but now it was the north, not the south, that enjoyed the best and most productive land. Starting about a thousand years ago, thanks to this new plow-based prosperity, cities of Northern Europe emerged and started to flourish. And they flourished with a different social structure from that of cities around the Mediterranean. The dry-soil scratch plow needed only two animals to pull it, and it worked best with a crisscross plowing in simple, square fields. All this had made farming an individualistic practice: a farmer could live alone with his plow, oxen, and land. But the wet-clay moldboard plow required a team of eight oxen—or, better, horses—and who had that sort of wealth? It was most efficient in long, thin strips often a step or two away from someone else’s long, thin strips. As a result, farming became more of a community practice: people had to share the plow and draft animals and resolve disagreements. They gathered together in villages. The moldboard plow helped usher in the manorial system in Northern Europe.9

			The plow also reshaped family life. It was heavy equipment, so plowing was seen as men’s work. But wheat and rice needed more preparation than nuts and berries, so women increasingly found themselves at home preparing food. There’s a study of Syrian skeletons from nine thousand years ago that finds evidence that women were developing arthritis in their knees and feet, apparently from kneeling and twisting to grind grain.10 And since women no longer had to carry toddlers around while foraging, they had more frequent pregnancies.11

			The plow-driven shift from foraging to farming may even have changed sexual politics. If you have land, that is an asset you can hand down to your children. And if you’re a man, that means you might become increasingly concerned about whether they really are your children—after all, your wife is spending all her time at home while you are in the fields. Is she really doing nothing but grinding grain? So one theory—speculative but intriguing—is that the plow intensified men’s policing of women’s sexual activity. If that was an effect of the plow, it’s been slow to fade.12

			The plow, then, did much more than increase crop yields. It changed everything—leading some to ask whether inventing the plow was entirely a good idea. Not that it didn’t work—it worked brilliantly—but along with providing the underpinnings of civilization, it seems to have enabled the rise of misogyny and tyranny. Archaeological evidence also suggests that the early farmers had far worse health than their immediate hunter-gatherer forebears. With their diets of rice and grain, our ancestors were starved of vitamins, iron, and protein. As societies switched from foraging to agriculture ten thousand years ago, the average height for both men and women shrank by about six inches, and there’s ample evidence of parasites, disease, and childhood malnutrition. Jared Diamond, author of Guns, Germs, and Steel, called the adoption of agriculture “the worst mistake in the history of the human race.”

			You may wonder why, then, agriculture spread so quickly. We’ve already seen the answer: The food surplus enabled larger populations and societies with specialists—builders, priests, craftsmen, but also specialist soldiers. Armies of even stunted soldiers would have been sufficiently powerful to drive the remaining hunter-gatherer tribes off all but the most marginal land. Even so, today’s few remaining nomadic tribes still have a relatively healthy diet, with a rich variety of nuts, berries, and animals. One Kalahari Bushman was asked why his tribe hadn’t copied their neighbors and picked up the plow. He replied, “Why should we, when there are so many mongongo nuts in the world?”13

			So here you are, one of the few survivors of the end of civilization. Will you reinvent the plow and start the whole thing over again? Or should we be content with our mongongo nuts?

		

	
		
			Introduction

			Kalahari Bushmen may not want to take up the plow, but modern civilization still offers them some other potentially lucrative opportunities: a small bottle of cold-pressed mongongo nut oil currently retails for $32.00 on evitamins.com, courtesy the Shea Terra Organics company.1 Apparently, it’s very good for your hair.

			Mongongo nut oil thus counts as one of the approximately 10 billion distinct products and services currently offered in the world’s major economic centers.2 The global economic system that delivers these products and services is vast and impossibly complex. It links almost every one of the planet’s 7.5 billion people. It delivers astonishing luxury to hundreds of millions. It also leaves hundreds of millions behind, puts tremendous strains on the planet’s ecosystem, and, as the financial crash of 2008 reminded us, has an alarming habit of spinning into the occasional crisis. Nobody is in charge of it. Indeed, no individual could ever hope to understand more than a fraction of what’s going on.

			How can we get our heads around this bewildering system on which our lives depend?

			Another one of those 10 billion products—this book—is an attempt to answer that question. Have a closer look at it. (If you’re listening to an audiobook or reading on a tablet, you’ll have to summon up a memory of what a paper book feels like.) Just run your fingers over the surface of the paper. It’s remarkable: It’s flexible, so that it can be bound into a book, the pages turning easily without an elaborate hinge. It’s strong, so that it can be made in slim sheets. Just as important, it’s cheap enough for many uses that will be more short-lived than this book. Cheap enough to use as a wrapping material, cheap enough to make newspapers that will be out of date within hours, cheap enough to use to wipe . . . well, to wipe anything you might want to wipe.

			Paper is an amazing material, despite being throwaway stuff. In fact, paper is an amazing material in part because it’s throwaway stuff. But there’s more to a physical copy of this book than paper.

			If you look at the back of the jacket, you’ll see a bar code, possibly more than one. The bar code is a way to write a number so that a computer can read it easily, and the bar code on the jacket of this book distinguishes it from every other book that has ever been written. Other bar codes distinguish Coca-Cola from industrial bleach, an umbrella from a portable hard drive. These bar codes are more than just a convenience at the checkout. The development of the bar code has reshaped the world economy, changing where products are made and where we’re able to buy them. Yet the bar code itself is often overlooked.

			Near the front of the book there’s a copyright notice. It tells you that while this book belongs to you, the words in the book belong to me. What does that even mean? It’s the result of a meta-invention, an invention about inventions—a concept called “intellectual property.” Intellectual property has profoundly shaped who makes money in the modern world.

			Yet there’s an even more fundamental invention on display: writing itself. The ability to write down our ideas, memories, and stories underpins our entire civilization. But we’re now coming to realize that writing itself was invented for an economic purpose, to help coordinate and plan the comings and goings of an increasingly sophisticated economy.

			Each of these inventions tells us a story, not just about human ingenuity, but about the invisible systems that surround us: of global supply chains, of ubiquitous information, of money and ideas and, yes, even of the sewage pipe that carries away the toilet paper we flush out of sight.

			This book shines a spotlight on the fascinating details of the ways our world economy works by picking out specific inventions—including paper, the bar code, intellectual property, and writing itself. In each case, we’ll find out what happens when we zoom in closely to examine an invention intently or pull back to notice the unexpected connections. Along the way, we’ll discover the answer to some surprising questions. For instance:

			
					What’s the connection between Elton John and the promise of the paperless office?

					Which American discovery was banned in Japan for four decades, and how did that damage the careers of Japanese women?

					Why did police officers believe that they might have to execute a London murderer twice in 1803—and what does that have to do with portable electronics?

					How did a monetary innovation destroy the Houses of Parliament?

					Which product was launched in 1976 and flopped immediately, yet was lauded by the Nobel laureate economist Paul Samuelson alongside wine, the alphabet, and the wheel?

					What does Federal Reserve chair Janet Yellen have in common with the great Mongolian-Chinese emperor Kublai Khan?

			

			Some of these fifty inventions, such as the plow, are absurdly simple. Others, such as the clock, have become astonishingly sophisticated. Some of them are stodgily solid, like concrete. Others, such as the limited liability company, are abstract inventions that you cannot touch at all. Some, like the iPhone, have been insanely profitable. Others, like the diesel engine, were initially commercial disasters. But all of them have a story to tell that teaches us something about how our world works and that helps us notice some of the everyday miracles that surround us, often in the most ordinary-seeming objects. Some of those stories are of vast and impersonal economic forces; others are tales of human brilliance or human tragedy.

			This book isn’t an attempt to identify the fifty most economically significant inventions. It’s not a book-length listicle, with a countdown to the most important invention of all. Indeed, some that would be no-brainers on any such list haven’t made the cut: the printing press, the spinning jenny, the steam engine, the airplane, and the computer.

			What justifies such an omission? Simply that there are other stories to tell. For example, the attempt to develop a “death ray” that led, instead, to radar, the invention that helps keep air travel safe. Or the invention that came to Germany shortly before Gutenberg invented the printing press, and without which printing would be technically feasible but economic suicide. (You’ve guessed it: paper.)

			And I don’t want to throw shade at the computer, I want to shed light. But that means looking instead at a cluster of inventions that turned computers into the remarkable multipurpose tools they are today: Grace Hopper’s compiler, which made communication between humans and computers much easier; public-key cryptography, which keeps e-commerce secure; and the Google search algorithm, which makes the World Wide Web intelligible.

			As I researched these stories, I realized that some themes emerged over and over again. The plow illustrates many of them: for instance, the way new ideas often shift the balance of economic power, creating both new winners and new losers; how economic impacts can be bound up with impacts on the way we live, such as changing relationships between men and women; and how an invention like the plow opens up the possibility for further inventions—writing, property rights, chemical fertilizer, and much more.

			So I’ve interspersed the stories with interludes to reflect on these common themes. And by the end of the book, we’ll be able to draw these lessons together and ask how we should think about innovation today. What are the best ways to encourage new ideas? And how can we think clearly about what the effects of those ideas might be, and act with foresight to maximize the good effects and mitigate the bad ones?

			It’s all too easy to have a crude view of inventions—to see them simply as solutions to problems. Inventions cure cancer. Inventions get us to our holiday destination more quickly. Inventions are fun. Inventions make money. And of course it is true that inventions catch on because they do solve a problem that somebody, somewhere, wants to be solved. The plow caught on because it helped farmers grow more food with less effort.

			But we shouldn’t fall into the trap of assuming that inventions are nothing but solutions. They’re much more than that. Inventions shape our lives in unpredictable ways—and while they’re solving a problem for someone, they’re often creating a problem for someone else.

			These fifty inventions shaped our economy. But they didn’t shape it by just producing more stuff, more cheaply. Each invention tugged on a complex web of economic connections. Sometimes they tangled us up, sometimes they sliced through old constraints, and sometimes they weaved entirely new patterns.

		

	
		
			I

			Winners and Losers

			There’s a word for those stubborn idiots who just don’t understand the benefits of new technology: “Luddite.” Economists—ever ready to adopt a bit of jargon—even speak of the “Luddite fallacy,” the doubtful belief that technological progress creates mass unemployment. The original Luddites were weavers and textile workers who smashed mechanical looms in England two centuries ago.

			“Back then, some believed that technology would create unemployment. They were wrong,” comments Walter Isaacson, biographer of Albert Einstein, Benjamin Franklin, and Steve Jobs. “The industrial revolution made England richer and increased the total number of people in work, including in the fabric and clothing industries.”1

			Indeed it did. But to dismiss the Luddites as backward fools would be unfair. The Luddites didn’t smash machine looms because they wrongly feared that machines would make England poorer. They smashed the looms because they rightly feared that machines would make them poorer. They were skilled workers who knew that the machine looms would devalue their skills. They understood perfectly well the implications of the technology they faced, and they were right to dread it.2

			The Luddite predicament is not uncommon. New technologies almost always create new winners and losers. Even a better mousetrap is bad news for the manufacturers of traditional mousetraps. (It is hardly good news for the mice, either.) And the process by which the playing field changes shape is not always straightforward. The Luddites weren’t worried about being replaced by machines; they were worried about being replaced by the cheaper, less skilled workers whom the machines would empower.3

			So whenever a new technology emerges, we should ask: Who will win and who will lose out as a result? The answers are often surprising, as we’re about to see.

		

	
		
			2.

			The Gramophone

			Who’s the best-paid solo singer in the world? In 2015, according to Forbes, it was probably Elton John. He reportedly made $100 million. U2 made twice as much as that, apparently—but there are four of them. There’s only one Elton John.1

			Two hundred fifteen years ago, the answer to the same question would have been Mrs. Billington. Elizabeth Billington was, some say, the greatest English soprano who ever lived. Sir Joshua Reynolds, the first president of the Royal Academy of Arts, painted Mrs. Billington in the early years of the nineteenth century. He depicted her standing with a book of music in her hands and her curls partly pinned up and partly floating free, listening to a choir of angels singing. The composer Joseph Haydn thought the portrait was an injustice: the angels, said Haydn, should have been listening to Mrs. Billington singing.2

			Elizabeth Billington was also something of a sensation off the stage. A scurrilous biography of her sold out in less than a day. The book contained what were purportedly copies of intimate letters about her famous lovers—including, they say, the Prince of Wales, the future King George IV. In a more dignified celebration of her fame, after she recovered from a six-week-long illness on her Italian tour, the opera house in Venice was illuminated for three days.3

			Such was Elizabeth Billington’s fame—some would say notoriety—that she was the subject of a bidding war for her performances. The managers of what were then London’s two leading opera houses, Covent Garden and Drury Lane, scrambled so desperately to secure her that she ended up singing at both venues, alternating between the two, and pulling in at least £10,000 in the 1801 season. It was a remarkable sum, even for her, and much noted at the time. But in today’s terms, it’s a mere £690,000, less than a million dollars—one percent of what Elton John earned in 2015.

			What explains the difference? Why is Elton John worth a hundred Elizabeth Billingtons?

			In the 1870s, some sixty years after Elizabeth Billington’s death, the great economist Alfred Marshall analyzed the impact of the electric telegraph. The telegraph had by then connected America, Britain, India, even Australia. Thanks to such modern communications, he wrote, men “who have once attained a commanding position, are enabled to apply their constructive or speculative genius to undertakings vaster, and extending over a wide area, than ever before.”4 The world’s top industrialists were getting richer, faster. The gap between themselves and less outstanding entrepreneurs was growing.

			But not every profession’s best and brightest could gain in the same way, Marshall said. Looking for a contrast, he chose the performing arts. The “number of persons who can be reached by a human voice,” he observed, “is strictly limited”—and so, in consequence, was the earning power of the vocalists.

			Two years after Alfred Marshall wrote those words—in 1877, on Christmas Eve—Thomas Edison applied for a patent for the phonograph. It was the first machine to be able to both record and reproduce the sound of a human voice.

			Nobody quite seemed to know what to do with the technology at first. A French publisher, Édouard-Léon Scott de Martinville, had already developed something called the “phonoautograph,” a device intended to provide a visual record of the sound of a human voice—a little like a seismograph records an earthquake. But it does not seem to have occurred to Monsieur Scott de Martinville that one might try to convert the recording back into sound.5

			Soon enough, the application of the new technology became clear: one could record the best singers in the world, copy the recordings, and sell them. At first making a recording was a bit like making carbon copies on a typewriter: a single performance could be captured on only three or four phonographs at once. In the 1890s, there was great demand to hear a song by the African American singer George W. Johnson; to meet that demand he reportedly spent day after day singing the same song until his voice gave out—singing the song fifty times a day would produce only two hundred records.6 When Emile Berliner introduced recordings on a disc, rather than Edison’s on cylinder, this opened the way to mass production. Then came radio and film. Performers such as Charlie Chaplin could reach a global market just as easily as the men of industry whom Alfred Marshall had described.7

			For the Charlie Chaplins and Elton Johns of the world, new technologies meant wider fame and more money. But for the journeymen singers, it was a disaster. In Elizabeth Billington’s day, many half-decent singers made a living performing live in music halls. Mrs. Billington, after all, couldn’t be everywhere. But when you can listen at home to the best performers in the world, why pay to hear a merely competent tribute act in person?

			Thomas Edison’s phonograph led the way toward a winner-take-all dynamic in the performing industry. The very best performers went from earning like Mrs. Billington to earning like Elton John. Meanwhile, the only-slightly-less-good went from making a comfortable living to struggling to pay their bills. Small gaps in quality became vast gaps in money, because nobody was interested in paying for a copy of the second-best when you could have a copy of the best.

			In 1981, the economist Sherwin Rosen called this phenomenon “the Superstar economy.” Imagine, he said, the fortune that Mrs. Billington might have made if there’d been phonographs in 1801.8 Even Elton John might be envious.

			Technological innovations have created superstar economics in other sectors, too. Satellite television, for example, has been to athletes what the gramophone was to musicians, or the telegraph to nineteenth-century industrialists. If you were the world’s best soccer player a few decades ago, no more than a stadium full of fans could see you play every week. Now your every move is watched—and rewatched—by hundreds of millions on every continent. Part of the story is that sports—from soccer to basketball to stock car racing to the Olympics—can be broadcast at all. But just as important is the growth in the number of television channels. Once there were more TV channels than there were sports teams, the bidding war for the rights to broadcast games became frenetic.

			And as the market size for soccer expanded, so has the gap in pay between the very best and the merely very good. As recently as the 1980s, players in English football’s top tier used to earn twice as much as those in the third tier, playing for, say, the fiftieth-best team in the country. Now average wages in the Premier League are twenty-five times those earned by the players two divisions down.9

			Technological shifts can dramatically change who makes money, and they are wrenching because they can be so sudden—and because the people concerned have the same skills as ever, but suddenly have very different earning power. Nor is it easy to know how to respond: when inequality is caused by a change in the tax code, by corporate collusion, or by governments favoring special interests, at least you have an enemy. But we can hardly ban Google and Facebook just to protect the livelihoods of newspaper reporters.

			Throughout the twentieth century, new innovations—the cassette, the CD, the DVD—maintained the economic model created by the gramophone. But at the end of the century came the MP3 format and fast Internet connections. Suddenly, you didn’t have to spend twenty bucks on a plastic disc to hear your favorite music—you could find it online, often for free. In 2002, David Bowie warned his fellow musicians that they were facing a very different future. “Music itself is going to become like running water or electricity,” he said. “You’d better be prepared for doing a lot of touring because that’s really the only unique situation that’s going to be left.”10

			Bowie seems to have been right. Artists have stopped using concert tickets as a way to sell albums and started using albums as a way to sell concert tickets. But we haven’t returned to the days of Mrs. Billington: amplification, stadium rock, global tours, and endorsement deals mean that the most admired musicians can still profit from a vast audience. Inequality remains alive and well—the top 1 percent of musical artists take more than five times more money from concerts than the bottom 95 percent put together.11 The gramophone may be passé, but the ability of technological shifts to change who wins and who loses is always with us.

		

	
		
			3.

			Barbed Wire

			Late in 1876, so the story goes, a young man named John Warne Gates built a wire-fence pen in the military plaza in the middle of San Antonio, Texas. He rounded up some of the toughest and wildest longhorns in all of Texas—or that’s how he described them. Others say that the cattle were a docile bunch. And there are those who wonder whether this particular story is true at all. But never mind.1

			John Warne Gates—a man who later won the nickname “Bet-A-Million Gates”—began to take bets with onlookers as to whether these powerful, ornery longhorns could break through the fragile-seeming wire. They couldn’t.

			Even when Gates’s sidekick, a Mexican cowboy, charged at the cattle, howling Spanish curses and waving a burning brand in each hand, the wire held. Bet-A-Million Gates wasn’t so worried about winning his wagers. He had a bigger game to play: he was selling a new kind of fence, and the orders soon came rolling in.

			An advertisement from 1875 touted this fence as “The Greatest Discovery of the Age,” patented by J. F. Glidden of DeKalb, Illinois. John Warne Gates described it more poetically: “Lighter than air, stronger than whiskey, cheaper than dust.”2 We simply call it barbed wire.

			To call barbed wire the greatest discovery of the age might seem hyperbolic, even making allowances for the fact that the advertisers didn’t know that Alexander Graham Bell was just about to be awarded a patent for the telephone. But while modern minds naturally think of the telephone as transformative, barbed wire wreaked huge changes on the American West, and much more quickly.

			Joseph Glidden’s design for barbed wire wasn’t the first, but it was the best. Glidden’s design is recognizably modern: it is the same as the barbed wire you can see on farmland today. The wicked barb is twisted around a strand of smooth wire; then a second strand of smooth wire is twisted together with the first to stop the barbs from sliding around.3 Farmers snapped it up.

			There was a reason that American farmers were so hungry for barbed wire. A few years earlier, in 1862, President Abraham Lincoln had signed the Homestead Act. It specified that any honest citizen—including women and freed slaves—could lay claim to up to 160 acres of land in America’s western territories. All they had to do was build a home there and work the land for five years. The idea was that the Homestead Act would both improve the land and improve the American citizens, creating free and virtuous hardworking landowners with a strong stake in the future of the nation.4

			It sounds simple. But the prairie was a vast and uncharted expanse of tall, tough grasses, a land suitable for nomads, not settlers. It had long been the territory of Native Americans. After Europeans arrived and pushed west, the cowboys roamed free, herding cattle over the boundless plains.

			But settlers needed fences, not least to keep those free-roaming cattle from trampling their crops. And there wasn’t a lot of wood—certainly none to spare for fencing in mile after mile of what was often called the “Great American Desert.”5 Farmers tried growing thornbush hedges, but they were slow-growing and inflexible. Smooth-wire fences didn’t work either—the cattle simply pushed through them.

			The lack of fencing was much lamented. The U.S. Department of Agriculture conducted a study in 1870 and concluded that until one of those technologies worked, it would be impossible to settle the American West.6 The American West, in turn, seethed with potential solutions: at the time, it was the source of more proposals for new fencing technologies than the rest of the world put together.7 And the idea that emerged in triumph from this intellectual ferment? Barbed wire.

			Barbed wire changed what the Homestead Act could not. Until barbed wire was developed, the prairie was an unbounded space, more like an ocean than a stretch of arable land. Private ownership of land wasn’t common because it wasn’t feasible.

			So barbed wire spread because it solved one of the biggest problems the settlers faced. But it also sparked ferocious disagreements. And it’s not hard to see why. The homesteading farmers were trying to stake out their property—property that had once been the territory of various Native American tribes. And twenty-five years after the Homestead Act came the Dawes Act, which forcibly assigned land to Native American families and gave the rest to white farmers. The philosopher Olivier Razac comments that as well as freeing up land for settler cultivation, the Dawes Act “helped destroy the foundations of Indian society.” No wonder those tribes called barbed wire “the devil’s rope.”

			The old-time cowboys also lived on the principle that cattle could graze freely across the plains—this was the law of the open range. The cowboys hated the wire: Cattle would get nasty wounds and infections. When the blizzards came, the cattle would try to head south; sometimes they got stuck against the wire and died in the thousands.

			Other cowmen adopted barbed wire, using it to fence off private ranches. And while the attraction of the barbed wire was that it could enforce legal boundaries, many of the fences were illegal, too—attempts to commandeer common land for private purposes.

			When the barbed-wire fences started to go up across the West, fights started to break out.8 In the “fence-cutting wars,” masked gangs with names like the Blue Devils and the Javelinas cut the wires and left death threats warning the fence owners not to rebuild. There were shoot-outs, and even a few deaths. Eventually the authorities clamped down. The fence-cutting wars ended; the barbed wire remained. There were winners and there were losers.

			“It makes me sick,” said one trail driver in 1883, “when I think of onions and Irish potatoes growing where mustang ponies should be exercising and where four-year-old steers should be getting ripe for market.”9 And if the cowboys were outraged, the Native Americans were suffering far worse.

			These ferocious arguments on the frontier reflected an old philosophical debate. The English seventeenth-century philosopher John Locke—a great influence on the Founding Fathers of the United States—puzzled over the problem of how anybody might legally come to own land. Once upon a time, nobody owned anything; land was a gift of nature or of God. But Locke’s world was full of privately owned land, whether the owner was the King himself or a simple yeoman. How had nature’s bounty become privately owned? Was that inevitably the result of a guy with a bunch of goons grabbing whatever he could? If so, all civilization was built on violent theft. That wasn’t a welcome conclusion to Locke—or to his wealthy patrons.

			Locke argued that we all own our own labor. And if you mix your labor with the land that nature provides—for instance, by plowing the soil—then you’ve blended something you definitely own with something that nobody owns. By working the land, he said, you’ve come to own it.

			This wasn’t a purely theoretical argument. Locke was actively engaged in the debate over Europe’s colonization of America. Political scientist Barbara Arneil, an expert on Locke, writes that “the question, ‘How was private property created by the first men?’ is for . . . Locke the same question as, ‘Who has just title to appropriate the lands of America now?’”10 And to make his argument, Locke also had to make the claim that the land was abundant and unclaimed—that is, that because the indigenous tribes hadn’t “improved” the land, they had no right to it.

			Not every European philosopher bought this line of argument. Jean-Jacques Rousseau, an eighteenth-century philosopher, protested the evils of enclosure. In his “Discourse on Inequality” he lamented, “The first man who, having enclosed a piece of ground, bethought himself of saying ‘This is mine’ and found people simple enough to believe him.” This man, said Rousseau, “was the real founder of civil society.”

			Rousseau did not intend that as a compliment. But complimentary or not, it’s true that modern economies are built on private property—on the legal fact that most things have an owner, usually a person or a corporation. Modern economies are also built on the idea that private property is a good thing, because private property gives people an incentive to invest and improve in what they own—whether that’s a patch of land in the American Midwest, or an apartment in Kolkata, India, or even a piece of intellectual property such as the rights to Mickey Mouse. It’s a powerful argument—and it was ruthlessly deployed by those who wanted to argue that Native Americans didn’t really have a right to their own territory, because they weren’t actively developing it.

			But legal facts are abstract. To get the benefits of owning something, you also have to be able to assert control over it.* Barbed wire is still widely used to fence off land across the world. And in many other spheres of the economy, the battle to own in practice what you own in theory continues to rage.

			One example is digital rights management, or DRM. DRM systems are attempts to erect a kind of virtual barbed wire around digital property such as a movie or a song, to prevent people from copying it illegally. Musicians may have copyright on their music, but—as David Bowie kindly explained to us—copyright is a weak defense against file-sharing software.

			Nobody has invented virtual barbed wire that can fence off songs as effectively as physical barbed wire fenced off land, but it hasn’t stopped them from trying. And the “fence-cutting wars” of the digital economy are no less impassioned today than they were in the Wild West: digital rights campaigners battle the likes of Disney, Netflix, and Google, while hackers and pirates make short work of the digital barbed wire.11 When it comes to protecting property in any economic system, the stakes are very high.

			The rewards for success can be high, too. Small wonder that the barbed-wire barons—Bet-A-Million Gates, Joseph Glidden, and several others—became rich. The year that Glidden secured his barbed-wire patent, thirty-two miles of wire were produced. Six years later, in 1880, the factory in DeKalb turned out 263,000 miles of wire, enough to circle the world ten times over.12

			
		

	
		
			4.

			Seller Feedback

			In Shanghai, a driver logs in to an online forum, looking for someone to pretend to want a ride. He finds a willing taker. He pretends to collect the customer and drop her at the airport; in fact, they never meet. Then he goes online and sends her money. The fee they’ve agreed on is about $1.60.

			Or perhaps the driver goes a step further, making up not just the journey but also the other person. He goes to the online marketplace Taobao and buys a hacked smartphone. That enables him to create multiple fake identities; he uses one to arrange a ride with himself.1

			Why is he doing this? Because he’s willing to run the risk of being caught—and because someone’s willing to pay him to give people rides in his car. Investors have run up billions of dollars of losses—in China, and elsewhere—paying people to share car journeys. Naturally, they’re trying to stamp out the imaginary journeys; but subsidizing genuine rides? They’re convinced that’s a smart idea.

			This all seems bizarre—perverse, even. But everyone involved is rationally pursuing economic incentives. To see what’s going on, we have to understand a phenomenon that’s spawned many buzzwords: “crowd-based capitalism,” “collaborative consumption,” “the sharing economy,” “the trust economy.”

			Here’s the basic idea. Suppose I’m about to drive myself from downtown Shanghai to the airport. I occupy only one seat in my car. Now suppose that you live a block away and you also need to catch a flight. Why don’t I give you a lift? You could pay me a modest sum, less than you’d pay for some other mode of transport. You’re better off. So am I—after all, I was driving to the airport anyway.

			There are two big reasons this might not happen. The first, and most obvious, is if neither of us knows the other exists. Until recently, the only way you could advertise your desire for a lift would be to stand at an intersection and hold up a sign saying “airport.” It’s not very practical—especially since you’re under time constraints: the plane won’t wait for you.

			Other transactions are even more niche. Say I’m working at home and my dog is nuzzling my leg, his leash in his mouth, desperate for a walk. But I’m behind on a deadline and can’t spare the time. You, meanwhile, live nearby. You like dogs and walking, and you have a free hour. You’d love to earn a few bucks by walking my dog, and I’d love to pay you. How do we find each other? We don’t—unless we have some kind of online platform, something like TaskRabbit, or Rover.

			This function of matching people who have coincidental wants is among the most powerful ways the Internet is reshaping the economy. Traditional markets work perfectly well for some goods and services, but they’re less useful when the goods and services are urgent or obscure.

			Consider the plight of Mark Fraser. It was 1995. Mark Fraser gave lots of presentations, and he really wanted a laser pointer—they were new, and cool, but also forbiddingly expensive. Fraser, however, was an electronics geek. He was confident that if he could get his hands on a broken laser pointer, he could repair it cheaply.2 But where on earth would he find a broken laser pointer? The answer, now, is obvious—try Taobao, or Craigslist, or eBay. Back then, eBay had only just started. Its very first sale: Mark Fraser bought a broken laser pointer.

			Mark Fraser was taking a bit of a risk. He didn’t know the seller; he simply had to trust that she wouldn’t simply pocket his $14.83 and then disappear without sending him the laser pointer he’d bought.

			For other transactions, the stakes are higher. That’s the second reason I might not give you a lift to Shanghai airport. I see you at the intersection holding your sign, but I’ve no idea who you are. Perhaps you’re intending to attack me and steal my car. You might doubt my motives, too—perhaps I’m a serial killer.

			That’s not a completely ridiculous concern: hitchhiking was a popular pursuit a few decades ago, but after some sensationally publicized murders, it fell out of fashion.3

			Trust is an essential component of markets—it’s so essential that we often don’t even notice it, as a fish doesn’t notice water. In developed economies, enablers of trust are everywhere: brands, money-back guarantees, and of course repeat transactions with a seller who can be easily located.

			But the new sharing economy lacks those enablers. Why should we get into a stranger’s car—or buy a stranger’s laser pointer? In 1997, eBay introduced a feature that helped solve the problem: Seller Feedback.

			Jim Griffith was eBay’s first customer service representative. At the time, he says, no one “had ever seen anything like [it].” The idea of both parties rating each other after a transaction has now become ubiquitous. You buy something online—you rate the seller; the seller rates you. You use a ride-sharing service such as Uber—you rate the driver; the driver rates you. You stay in an Airbnb—you rate the host; the host rates you. Analysts such as Rachel Botsman reckon the “reputation capital” we build on such websites will eventually become more important than credit scores. Possibly; these systems aren’t bulletproof. But they achieve a crucial basic job: they help people overcome natural caution.

			A few positive reviews set our mind at ease about a stranger. Jim Griffith says of Seller Feedback, “I’m not so sure [eBay] would have grown without it.”4 Online matching platforms would still exist, of course—eBay already did—but perhaps they’d be more like hitchhiking today: a niche pursuit for the unusually adventurous, not a mainstream activity that’s transforming whole sectors of the economy.

			Platforms such as Uber, Airbnb, eBay, and TaskRabbit create real value. They tap into capacity that would have gone to waste: a spare room, a spare hour, a spare car seat. They help cities be flexible when there are peaks in demand: I might let out a room only occasionally, when some big event means the price is high.

			But there are losers. For all the touchy-feeliness of the buzzwords—“collaborative,” “sharing,” “trust”—these models aren’t all about heartwarming stories of neighbors coming together to borrow one another’s power drills. They can easily lead to cutthroat capitalism. Established hotels and taxi companies are aghast at competition from Airbnb and Uber. Is that just an incumbent trying to suppress competition? Or are they right when they complain that the new platforms are ignoring important regulations?

			Many countries have rules to protect workers, like guaranteed hours or working conditions or a minimum wage. And many people on platforms such as Uber aren’t just monetizing spare capacity, they’re trying to make a living without the protections of a formal job, perhaps because Uber competed them out of a job.

			Some regulations protect customers, too—for example, from discrimination. Hotels can’t legally refuse you a room if you’re, say, a same-sex couple. But hosts on Airbnb can choose to turn you down as a guest after seeing not just your feedback but your photos. Airbnb builds trust by bigging-up the personal connection, and that means showing people prominent pictures of who they’re dealing with. It also enables people to act on their personal prejudices, consciously or otherwise. People from ethnic minorities have been proven to suffer as a result.5 How online matching platforms should be regulated is a dilemma causing lawmakers around the world to scratch their heads.

			It matters because it’s potentially huge business, especially in emerging markets where there isn’t yet a culture of owning things like cars. And it’s a business with network effects: the more people use a platform, the more attractive it becomes. That’s why Uber and its rivals—Didi Chuxing in China, Grab in Southeast Asia, Ola in India—have invested massively in subsidizing rides and giving credits to new customers: they wanted to get big first.

			And, naturally, some drivers have been tempted to defraud them. Remember how they did it? By using an online forum to find a willing fake customer, or an online marketplace to buy a hacked smartphone. Matching people with particular wants really is useful.

		

	
		
			5.

			Google Search

			Dad, what happens when you die?”

			“I don’t know, son. Nobody knows for sure.”

			“Well, why don’t you ask Google?”

			Evidently, it’s possible for children to grow up with the impression that Google knows everything. Perhaps that’s to be expected. “Dad, how far is the moon from the Earth?” “What’s the biggest fish in the world?” “Do jetpacks really exist?” All of these questions are efficiently answered with the tap of a touchscreen. No need to visit the library to consult the Encyclopædia Britannica, Guinness World Records, or—well, who knows how a pre-Google parent would have discovered the state of the art in jetpack technology? It wouldn’t have been straightforward.

			Google may not be clever enough to know if there’s life after death, but the word “Google” does crop up in conversation more often than either “clever” or “death,” according to researchers at the UK’s University of Lancaster.1 It took just two decades for Google to reach this cultural ubiquity, from its humble beginnings as a student project at Stanford University.

			It’s hard to remember just how bad search technology was before Google. In 1998, for instance, if you typed “cars” into Lycos—then a leading search engine—you’d get a results page filled with porn websites.2 Why? Owners of porn websites inserted many mentions of popular search terms like “cars,” perhaps in tiny text or in white on a white background. The Lycos algorithm saw many mentions of “cars” and concluded that the page would be interesting to someone searching for cars. It’s a system that now seems almost laughably simplistic and easy to game. But at the time, nothing better was available.

			Larry Page and Sergey Brin were not, initially, interested in designing a better way to search. Their Stanford project had a more academic motivation. In academia, how often a published paper is cited is a measure of how much credibility it has; and if it’s cited by papers that themselves are cited many times, that bestows even more credibility. Page and Brin realized that when you looked at a page on the nascent World Wide Web, you had no way of knowing which other pages linked to it. Web links are analogous to academic citations. If they could find a way to analyze all the links on the Web, they could rank the credibility of each webpage in any given subject.

			To do this, Page and Brin first had to download the entire Internet. This caused some consternation. It gobbled up nearly half of Stanford’s bandwidth. Irate webmasters showered the university with complaints that the students’ project was overloading their servers. An online art museum thought Stanford was trying to steal its content and threatened to sue. But as Page and Brin refined their algorithm, it soon became clear that they had stumbled on a new and vastly better way to search the Web.3 Put simply, porn websites with tiny text saying “cars cars cars” don’t get many links from other websites that discuss cars. If you searched Google for “cars,” its analysis of the Web’s network of links would be likely to yield results about . . . cars.

			With such an obviously useful product, Page and Brin attracted investors, and Google went from student project to private company. It’s now among the world’s biggest, bringing in annual profits by the tens of billions.4 But for the first few years, Page and Brin burned through money without much idea about how they’d ever make it back. They weren’t alone. This was the time of the dot-com boom and bust—shares in loss-making Internet companies traded at absurd prices, based purely on the hope that eventually viable business models would appear.5

			It was 2001 when Google found its viability, and in retrospect it seems obvious: pay-per-click advertising. Advertisers tell Google how much they’ll pay if someone clicks through to their website, having searched for terms they specify. Google displays the highest bidders’ ads alongside its “organic” search results. From an advertiser’s perspective, the appeal is clear: you pay only when you reach people who have just demonstrated an interest in your offering. (Try googling “what happens when you die”; there’s an advertiser willing to pay Google for your click-through: the Mormons.) That’s much more efficient than paying to advertise in a newspaper; even if its readership matches your target demographic, inevitably most people who see your advertisement won’t be interested in what you’re selling. No wonder newspaper advertising revenue has fallen off a cliff.6

			The media’s scramble for new business models is one obvious economic impact of Google search. But the invention of functional search technology has created value in many ways. A few years ago, consultants at McKinsey tried to list the most important.7

			There are time savings. Studies suggest that googling is about three times as quick as finding information in a library, and that’s before you count the time spent traveling to the library. Likewise, finding a business online is about three times faster than using a traditional, printed directory such as the Yellow Pages. McKinsey put the productivity gains into the hundreds of billions.

			Another benefit is price transparency—that’s economist jargon for being able to stand in a store, take out your phone, google a product you’re thinking of buying to see if it’s available more cheaply elsewhere, and use that knowledge to haggle. Annoying for the store, helpful for the customer.

			Then there are “long tail” effects. In physical stores, space is at a premium. Online stores can offer more variety—but only when the search engines are good enough to enable customers to find what they need. Online shopping with a search that works means customers with specific desires are likelier to find exactly what they want rather than having to settle for the closest thing available locally. And it means entrepreneurs can launch niche products, more confident that they’ll find a market.

			This all sounds like excellent news for consumers and businesses. But there are problems.

			One problem is those advertisements. Typically they function as one might expect—if you google “craft beer,” then you’ll get advertisements for craft beer. But if you’ve lost your wallet or need to rebook a flight or need a locksmith, you’re a prime candidate for an AdWords scam. Fly-by-night companies will pay Google handsomely to appear next to certain kinds of searches; they’ll gladly take your money and provide little or no service in return. Some are outright fraudulent; others cleverly tiptoe up to the line without crossing it. Nor is it clear how hard Google is trying to stamp out these dubious tactics.8

			Perhaps the bigger issue is that this seems to be Google’s responsibility alone, because the company dominates the search market. Google handles close to 90 percent of searches worldwide; many businesses rely on ranking high in its organic search results.9 And Google constantly tweaks the algorithm that decides them. Google gives general advice about how to do well, but it isn’t transparent about how it ranks results. Indeed, it can’t be: the more Google reveals, the easier it is for scammers to fool its algorithms. We’d be back to searching for cars and getting porn.

			You don’t have to look far online (starting with Google, naturally) to find business owners and search strategy consultants gnashing their teeth over the company’s power to make or break them. If Google thinks you’re employing tactics it considers unacceptable, it downgrades your ranking in the search results. One blogger complained that Google is “judge, jury and executioner . . . you get penalized on suspicion of breaking the rules [and] you don’t even know what the rules are, you can only guess.”10 Trying to figure out how to please Google’s algorithm is like trying to appease an omnipotent, capricious, and ultimately unknowable deity.

			You may say this isn’t a problem. As long as Google’s top results are useful to searchers, it’s tough luck on those who rank lower. And if those results stop being useful, then some other pair of students from Stanford will spot the gap in the market and dream up a better way. Right?

			Maybe—or maybe not. Searching was a competitive business in the late 1990s. But now Google may have an entrenched monopoly. The reason? Among the best ways to improve the usefulness of search results is to analyze which links were ultimately clicked by people who previously performed the same search, as well as what the user has searched for before.11 Google has far more of that data than anyone else. That suggests it may continue to shape our access to knowledge for generations to come.

		

	
		
			6.

			Passports

			What would we English say if we could not go from London to the Crystal Palace or from Manchester to Stockport without a passport or police officer at our heels? Depend upon it, we are not half enough grateful to God for our national privileges.”1

			Those are the musings of an English publisher named John Gadsby, traveling through Europe in the mid–nineteenth century. This was before the modern passport system, wearily familiar to anyone who’s ever crossed a national border: you stand in a line; you proffer a standardized government ID in booklet form to a uniformed official, who glances at your face to check that it resembles the image of your younger, slimmer self (that haircut—what were you thinking?). Perhaps she quizzes you about your journey, while her computer checks your name against a terrorist watch list.

			For most of history, passports were neither so ubiquitous nor so routinely used. They were, essentially, a threat: a letter from a powerful person requesting anyone a traveler met to let the traveler pass unmolested—or else. The concept of passport as protection goes back to biblical times.2 And protection was a privilege, not a right: English gentlemen such as Gadsby who wanted a passport before venturing across the sea to France would need to unearth some personal social link to the relevant government minister.3

			As Gadsby discovered, the more zealously bureaucratic of Continental nations had realized the passport’s potential as a tool of social and economic control. Even a century earlier, the citizens of France had to show paperwork not only to leave the country, but to travel from town to town. While wealthy countries today secure their borders to keep unskilled workers out, municipal authorities in the eighteenth century had used them to stop their skilled workers from leaving.4

			As the nineteenth century progressed, the railways and the steamships made travel faster and cheaper. Passports were unpopular. France’s Emperor Napoleon III shared Gadsby’s admiration for the more relaxed British approach: he described passports as “an oppressive invention . . . an embarrassment and an obstacle to the peaceable citizen.” He abolished French passports in 1860.5

			France was not alone. More and more countries either formally abandoned passport requirements or stopped bothering to enforce them, at least in peacetime.6 You could visit 1890s America without a passport, though it helped if you were white.7 In some South American countries, passport-free travel was a constitutional right.8 In China and Japan, foreigners needed passports only to venture inland.9

			By the turn of the twentieth century, only a handful of countries were still insisting on passports to enter or leave. It seemed possible that passports might soon disappear altogether.10

			What would today’s world look like if they had?

			Early one morning in September 2015, Abdullah Kurdi, his wife, and their two young sons boarded a rubber dinghy on a beach in Bodrum, Turkey.11 They hoped to make it two and a half miles across the Aegean Sea to the Greek island of Kos. But the sea became rough and the dinghy capsized. While Abdullah managed to cling to the boat, his wife and children drowned.

			The body of his younger child, three-year-old Alan, washed up on a Turkish beach, where it was photographed by a journalist from a Turkish news agency. The image of Alan Kurdi became an icon of the migrant crisis that had convulsed Europe that summer.

			The Kurdis hadn’t planned to stay in Greece. They hoped eventually to start a new life near Vancouver, Canada, where Abdullah’s sister Tima worked as a hairdresser. There are easier ways to travel from Turkey to Canada than starting with a dinghy to Kos, and Abdullah had the money—the 4,000 euros he paid a people-smuggler could instead have bought plane tickets for them all.12 At least it could have if he and his family hadn’t needed the right passport.

			Since the Syrian government denied citizenship to ethnic Kurds, the Kurdis had no passports.13 But even with Syrian passports, they couldn’t have boarded a plane to Canada. If they’d had passports issued by Sweden or Slovakia, or Singapore or Samoa, they’d have had no problems making the journey.14

			It can seem like a natural fact of life that the name of the country on our passport determines where we can travel and work—legally, at least. But it’s a relatively recent historical development and, from a certain angle, it’s odd. Your access to a passport is, broadly speaking, determined by where you were born and the identity of your parents. (Although anybody with $250,000 can buy one from St. Kitts and Nevis.15)

			In most facets of life we want our governments and our societies to help overcome such accidents. Many countries take pride in banning employers from discriminating among workers on the basis of characteristics we can’t change: whether we’re male or female, young or old, gay or straight, black or white. But when it comes to your citizenship, that’s an accident of birth that we expect governments to preserve, not erase. Yet the passport is a tool designed to ensure that a certain kind of discrimination takes place: discrimination on the grounds of nationality.

			There’s little public clamor to judge people not by the color of their passport but by the content of their character. Less than three decades after the fall of the Berlin Wall, migrant controls are back in fashion. Donald Trump calls for a wall along the United States–Mexico border. Within Europe’s twenty-six-nation Schengen zone, citizens no longer need passports to cross borders, but the system is cracking under the pressure of the migrant crisis. Europe’s leaders scramble to distinguish refugees from “economic migrants,” the assumption being that someone who isn’t fleeing persecution—someone who simply wants a better job, a better life—should not be let in.16 Politically, the logic of restrictions on migration is increasingly hard to dispute.

			Yet economic logic points in the opposite direction. In theory, whenever you allow factors of production to follow demand, output rises. In practice, all migration creates winners and losers, but research indicates that there are many more winners—in the wealthiest countries, by one estimate, five in six of the existing population are made better off by the arrival of immigrants.17

			So why does this not translate into popular support for open borders? There are practical and cultural reasons why migration can be badly managed: if public services aren’t upgraded quickly enough to cope with new arrivals, or if belief systems between old and new residents prove hard to reconcile. Also, the losses tend to be more visible than the gains.

			Suppose a group of Mexicans arrive in the United States, ready to pick fruit for lower wages than Americans are earning. The benefits—slightly cheaper fruit for everyone—are too widely spread and small to notice, while the costs—some Americans lose their jobs—produce vocal unhappiness. It should be possible to arrange taxes and public spending to compensate the losers. But it doesn’t tend to work that way.

			The economic logic of migration often seems more compelling when it doesn’t involve crossing national borders. In 1980s Britain, with recession affecting some of the country’s regions more than others, Norman Tebbit, employment minister in Margaret Thatcher’s Conservative government, notoriously implied—or was widely taken to be implying—that the jobless should “get on their bikes” to look for work.18 How much might global economic output rise if anyone could get on their bikes to work anywhere? Some economists have calculated it would double.19

			That suggests our world would now be much richer if passports had died out in the early twentieth century. There’s one simple reason they didn’t: World War I intervened.

			With security concerns trumping ease of travel, governments around the world imposed strict new controls on movement—and they proved unwilling to relinquish their powers once peace returned. In 1920, the newly formed League of Nations convened an international Conference on Passports, Customs Formalities and Through Tickets, and that effectively invented the passport as we know it. From 1921, the conference said, passports should be 15.5 by 10.5 centimeters (roughly 5 by 3½ inches); 32 pages; bound in cardboard; with a photo.20 The format has changed remarkably little since.

			Like John Gadsby, people with the right-color passport can only count their blessings.

		

	
		
			7.

			Robots

			It’s about the size and shape of an office photocopier. With a gentle whirring noise, it traverses the warehouse floor while its two arms raise and lower themselves on scissor lifts, ready for the next task. Each arm has a camera on its knuckle. The left arm eases a cardboard box forward on the shelf; the right arm reaches in and extracts a bottle.1

			Like many new robots, this one comes from Japan. The Hitachi corporation showcased it in 2015, with hopes to have it on sale by 2020.2 It’s not the only robot that can pick a bottle off a shelf, but it’s as close as robots have yet come to performing this seemingly simple task as speedily and dexterously as a good old-fashioned human.

			Someday, robots like this one might replace warehouse workers altogether. For now, humans and machines are running warehouses together. In Amazon’s depots, the company’s Kiva robots scurry around—not picking things off shelves, but carrying the shelves to humans for them to pick things off.3 By saving the time workers would otherwise spend trudging up and down aisles, Kiva robots can improve efficiency up to fourfold.4

			Robots and humans are working side by side in factories, too. Factories have had robots for decades, of course; since 1961, when General Motors installed the first Unimate, a one-armed robot resembling a small tank that was used for tasks such as welding.5 But until recently, they were strictly segregated from the human workers—partly to stop the humans from coming to any harm, and partly to stop them from confusing the robots, whose working conditions had to be strictly controlled.

			With some new robots, that’s no longer necessary. A charming example by the name of Baxter can generally avoid bumping into humans or falling over if humans bump into it. Baxter has cartoon eyes that help indicate to human coworkers where it is about to move. And if someone knocks a tool out of Baxter’s hand, it won’t dopily try to continue the job. Historically, industrial robots needed specialist programming; Baxter can learn new tasks from coworkers showing it what to do.6

			The world’s robot population is expanding quickly—as of 2016, sales of industrial robots grew about 13 percent a year, which means the robot “birth rate” is almost doubling every five years.7 For years, there’s been a trend to “offshore” manufacturing to emerging markets, where workers are cheaper; now, the trend is to “reshore,” bringing it back again, and robots are part of that.8 Robots are doing more and more things. They’re lettuce-pickers,9 bartenders,10 hospital porters.11 Still, they’re not yet doing as much as we’d once expected. In 1962, a year after the Unimate, the cartoon The Jetsons imagined Rosie, a robot maid, doing all the household chores. Half a century on, where’s Rosie? Despite recent progress, she’s not coming anytime soon.12

			That progress is partly thanks to robot hardware—in particular, better and cheaper sensors. In human terms, that’s like improving a robot’s eyes, the touch of its fingertips, or its inner ear—its sense of balance.13 But it’s also thanks to software; in human terms, robots are getting better brains.

			And it’s about time. Machine thinking is another area where early expectations were not fulfilled. Attempts to invent artificial intelligence are generally dated to 1956, and a summer workshop at Dartmouth College for scientists with a pioneering interest in “machines that use language, form abstractions and concepts, solve kinds of problems now reserved for humans, and improve themselves.” At the time, machines with humanlike intelligence were often predicted to be about twenty years away. Now, they’re often predicted to be . . . well, about twenty years away.

			The futurist philosopher Nick Bostrom has a cynical take on this. Twenty years is “a sweet spot for prognosticators of radical change,” he writes: nearer, and you’d expect to be seeing prototypes by now; further away, and it’s not so attention-grabbing. Besides, says Bostrom, “twenty years may also be close to the typical duration remaining of a forecaster’s career, bounding the reputational risk of a bold prediction.”14

			It’s only in the last few years that progress in artificial intelligence has really started to accelerate. Specifically, in what’s known as “narrow AI”—algorithms that can do one task very well, such as playing Go or filtering e-mail spam or recognizing faces in Facebook photos. Processors have gotten faster, data sets bigger, and programmers better at writing algorithms that can learn to improve their own functioning in ways that are sometimes opaque to their human creators.

			That capacity for self-improvement causes some thinkers like Bostrom to worry what will happen if and when we create artificial general intelligence—a system that could apply itself to any problem, as humans can. Will it rapidly turn itself into a superintelligence? How would we keep it under control? That’s not an imminent concern, at least; it’s reckoned human-level artificial general intelligence is still about, ooh, twenty years away.

			But narrow AI is already transforming the economy. For years, algorithms have been taking over white-collar drudgery in areas such as bookkeeping and customer service. And more prestigious jobs are far from safe. IBM’s Watson, which hit the headlines for beating human champions on Jeopardy!, is already better than doctors at diagnosing lung cancer. Software is getting to be as good as experienced lawyers at predicting what lines of argument are most likely to win a case. Robo-advisers are dispensing investment advice. And algorithms are routinely churning out news reports on the financial markets, sports, and other subjects.15

			Some economists reckon robots and AI explain a curious economic trend. Erik Brynjolfsson and Andrew McAfee argue there’s been a “great decoupling” between jobs and productivity—that’s a measure of how efficiently an economy turns inputs, for instance people and capital, into the products and services that we value. Historically, as you’d expect, better productivity meant more jobs and higher wages. But since the turn of this century, that’s not been the case: at least by some measures, U.S. productivity has been improving, but jobs and wages haven’t kept pace.16 Some economists worry that we’re experiencing “secular stagnation,” where even ultralow interest rates have been unable to spark fast economic growth.17

			The idea that technology can destroy or degrade some jobs isn’t new—that’s why the Luddites smashed machine looms two hundred years ago. But as we’ve seen, “Luddite” has become a term of mockery because technology has always, eventually, created new jobs to replace the ones it destroyed. Those new jobs have tended to be better jobs—at least on average. But they haven’t always been better, either for the workers or for society as a whole. An example: one dubious benefit of cash machines is that they freed up bank tellers to cross-sell dodgy financial products. What happens this time remains debatable; it’s at least conceivable that some of the jobs humans will be left doing will actually be worse.

			That’s because technology seems to be making more progress at thinking than doing: robots’ brains are improving faster than their bodies. Martin Ford, the author of Rise of the Robots, points out that robots can land airplanes and trade shares on Wall Street, but they still can’t clean toilets.18

			So perhaps, for a glimpse of the future, we should look not to Rosie the Robot but to another device now being used in warehouses—the Jennifer unit. It’s a headset that tells human workers what to do, down to the smallest detail; if you have to pick nineteen identical items from a shelf, it will tell you to pick five, then five, then five, then four . . . which leads to fewer errors than if you were told “Pick nineteen.”19 If robots beat humans at thinking, but humans beat robots at picking things off shelves, why not control a human body with a robot brain? It may not be a fulfilling career choice, but you can’t deny the logic.

		

	
		
			8.

			The Welfare State

			Women in politics are sometimes accused of consciously exploiting their femininity to get ahead in a male-dominated world. Sociologist and workers’ advocate Frances Perkins did that, but in an unusual way. She tried to remind men of their mothers. She dressed in a plain three-cornered hat and refined the way she acted, drawing from careful observation of what seemed to be most effective in persuading men to accept her ideas.1

			Perhaps it’s no coincidence that those ideas could reasonably be described as maternal—or, at least, parental. All parents want to shield their children from serious harm; and Perkins believed governments should do the same for their citizens. She became President Franklin Roosevelt’s secretary of labor in 1933. The Great Depression was ravaging America: a third of workers were unemployed; those in jobs saw their wages plunge. Perkins helped drive through Congress the reforms that became known as the New Deal, including a minimum wage, benefits for the unemployed, and pensions for the elderly.2

			Historians will tell you that it wasn’t Frances Perkins who invented the welfare state. It was Otto von Bismarck, chancellor of the German Empire, half a century earlier. But it was largely during Frances Perkins’s era that various welfare states took their recognizably modern shape across the developed world. Details differ from country to country, measure to measure, and time to time. For some benefits, you have to have paid into state-run programs, such as Social Security in the United States or the state pension in the UK. Others are rights, based on residence or citizenship—for example, the Jobseeker’s Allowance paid to unemployed residents of the UK. Some benefits are universal, meaning that everyone can get them, regardless of income: rich and poor alike can send their children to school at the state’s expense. Many are means-tested: to access Medicaid or the food stamp program in the United States, you have to prove that you meet criteria of neediness.

			But the same basic idea links every welfare state: that the ultimate responsibility for ensuring that people don’t starve on the street should lie not with family, or charity, or private insurers, but with government.

			This idea is not without its enemies. It is possible, after all, to mother too much. Every parent tries to strike a balance: protect, but don’t mollycoddle; nurture resilience, not dependence. And if overprotective parenting stunts personal growth, might too-generous welfare states stunt economic growth?

			It’s a plausible worry. Imagine a single mother with two children. Depending on where she lives, she might qualify for various payments: housing benefits; child benefits; unemployment benefits. Could she accumulate more from the welfare system than she could get by working at the minimum wage? In 2013, in no fewer than nine European countries, the answer to that question was “yes.” Now, it might still be attractive for this hypothetical woman to both work and draw benefits, but in three countries—Austria, Croatia, and Denmark—her marginal tax rate was nearly 100 percent. That means if she took a part-time job to earn some extra cash, she’d immediately lose it in reduced benefits. Many other countries have marginal tax rates for low-income people that are well over 50 percent, strongly discouraging them to work.3 Such a “welfare trap” hardly seems sensible.

			But it’s also plausible to think that welfare states can improve economic productivity. If you lose your job, unemployment benefits mean you don’t have to rush into another one; the benefits give you time to find a new position that makes the best use of your skills. Entrepreneurs might take more risks when they know that a bankruptcy won’t be catastrophic. They could still send their children to school and get medical treatment when they’re sick. In general, healthy, educated workers tend to be more productive.

			Sometimes handouts can help in unexpected ways. In South Africa, girls grew up healthier after their grandmothers started receiving state pensions: money became less of a family worry.4

			So do welfare states boost economic growth or stunt it? That’s not an easy question to answer. Welfare systems have many moving parts, and each part could affect growth in many ways. But the weight of evidence suggests that it’s a wash—the positive and negative effects balance out.5 Welfare states don’t make the pie bigger or smaller. But they do change the size of each individual’s slice.6 And that helps keep a lid on inequality.

			At least it used to. But in the last two decades, the data show that welfare states haven’t been doing that so well.7 In many countries inequality widened sharply during the 1980s and 1990s, and it may widen further.8

			And welfare states are creaking under the weight of a rapidly changing world. There’s demographic change: people are living longer after retirement. There’s social change: entitlement programs often date from an era when most women relied on male breadwinners and most jobs were full-time and long-lasting.9 In the UK, more than half the new jobs created since the 2008 financial crisis are people employing themselves. Yet a builder who is employed will get “statutory sick pay” if he or she has an accident at work; a self-employed builder will not.10

			And there’s globalization. Welfare states originated when employers were more geographically rooted than today’s footloose multinationals are: they couldn’t easily relocate to jurisdictions with less burdensome regulations and taxes. Mobility of labor creates headaches, too: the thought of immigrants claiming benefits helped set Britain on the path to Brexit.11

			As politicians, experts, and voters ponder how—or even whether—to fix the welfare state, we shouldn’t forget that one of the biggest ways the welfare states shaped the modern economy was to take the heat out of demands for more radical change.

			Otto von Bismarck was no social reformer in the Frances Perkins mold. His motives were defensive. He feared that the public would turn to the revolutionary ideas of Karl Marx and Friedrich Engels unless the German government intervened.12 Bismarck hoped his welfare provisions would be just generous enough to keep the public quiescent. That is a time-honored political tactic: when the Roman emperor Trajan distributed free grain, the poet Juvenal famously grumbled that citizens could be bought off by “bread and circuses.” You could tell much the same story about Italy’s welfare state, which took shape in the 1930s as the fascist Mussolini tried to undercut the popular appeal of his socialist opponents.13

			In America, the New Deal was attacked as much from the left as it was from the right. The populist Louisiana governor Huey Long complained that Frances Perkins hadn’t gone far enough in her reforms; he prepared to run for president in 1936 on the slogan “Share Our Wealth” and a promise to confiscate fortunes from the rich. He was shot dead in 1935, so that policy was never tested. At the beginning of the twenty-first century, such political tumult felt very distant. But now raw populist politics is back in many parts of the Western world.

			Perhaps we shouldn’t be surprised by that. As we’ve seen, technological change has always created winners and losers, and the losers may turn to politics if they’re unhappy with how life is working out for them. In many industries, digital technologies are acting like modern-day gramophones, widening the gap between the top 0.1 percent and the rest of us. Thanks to the power of search and seller feedback systems, new platforms are giving freelancers access to new markets. Or are they really freelancers? One of the pressing debates of the age is the extent to which Uber drivers or TaskRabbit taskers should be treated as employees—a status that in many countries unlocks access to parts of the welfare state.

			The modern welfare state sits uneasily with large-scale international migration. People who instinctively feel that society should take care of its poorest members often feel very differently if those poorest members are migrants. These two massive government endeavors—the welfare state and passport control—go hand in hand, but often in a clunky way. We need to design our welfare states to fit snugly with our border controls, but we usually don’t.

			And the biggest question mark of all is whether, at long last, robots and artificial intelligence really will make large numbers of people completely unemployable. If human labor is less needed in the future, that in principle is excellent news: a paradise of robotic servants awaits us. But our economies have always relied on the idea that people provide for themselves by selling their labor. If the robots make that impossible, then societies will simply come apart unless we reinvent the welfare state.

			Not all economists think that’s worth worrying about just yet. But those who do are reviving an idea that dates back to Thomas More’s 1516 book Utopia: a universal basic income.14 The idea still seems utopian, in the sense of fantastically unrealistic. Could we really imagine a world in which everyone gets a regular cash handout, enough to meet their basic needs, no questions asked?

			Some evidence suggests it’s worth considering. From 1974 to 1979, the idea was tried in a small Canadian town, Dauphin, in Manitoba. For five years, thousands of Dauphin’s poorest residents got monthly checks funded jointly by the provincial and federal governments. And it turns out that guaranteeing people an income had interesting effects. Fewer teenagers dropped out of school. Fewer people were hospitalized with mental health problems. And hardly anyone gave up work.15 New trials are under way to see if the same thing happens elsewhere.16

			It would, of course, be enormously expensive. Suppose you gave every American adult $12,000 a year. That would cost 70 percent of the entire federal budget.17 It seems impossibly radical. But then, impossibly radical things do sometimes happen, and quickly. In the 1920s, not a single U.S. state offered old-age pensions; by 1935, Frances Perkins had rolled out Social Security across the nation.18

		

	
		
			II

			Reinventing How We Live

			My family’s weekend newspaper wasn’t complete without the Innovations catalogue—a glossy insert advertising magnificently pointless products such as the “Breath Alert” bad-breath detector or a necktie that operated via a concealed zip-fastener.1 Innovations eventually became defunct, to be replaced by Facebook ads for much the same junk. But while the advertising brochure was absurd, the idea behind it has long been a tempting one: innovations are products that you can buy—or cheaper, better versions of things you’ve been buying all along.

			It’s not hard to see why this view is more attractive than a zip-up tie. It puts innovation into a box—perhaps even a gift-wrapped box. If innovation is about cool new gadgets to enjoy, then it hardly seems threatening. If you don’t want the cool new gadget, you don’t have to buy it, although there are plenty of advertisers who’d love to try to sell it to you.

			As we’ve already seen, inventions in the wild aren’t quite so tame and cuddly. The plow was a better way to grow crops, but it wasn’t just a better way to grow crops. It ushered in an utterly new way of life, even if you personally never used a plow. And it didn’t help everyone in the same way. More recent innovations have the same quality. Collectively they have changed how we eat, how we play, how we care for children, where we live, and with whom we have sex. And these social changes have been intimately bound up with economic changes, too—in particular, who gets paid a serious salary for their work and who gets paid nothing at all.

			Real innovations don’t come in a glossy brochure: they shape our world whether we buy them or not.

		

	
		
			9.

			Infant Formula

			It sounded like cannon fire. But where was it coming from? Pirates, probably—after all, it was 1815. The Benares, a ship of the British East India Company, was docked at Makassar, on the Indonesian island of Sulawesi. Its commander gave the order to set sail and hunt them down.

			Hundreds of miles away, on another Indonesian island—Java—soldiers in Yogyakarta heard the cannon noises, too. Their commander assumed the nearest town was under attack; he marched his men there at once. But they found no cannons—just other people wondering what the noise was. Three days later, the Benares still hadn’t found any pirates.

			What they’d heard but didn’t realize was the eruption of a volcano called Mount Tambora. When you consider that Mount Tambora is more than five hundred miles from Yogyakarta, it’s hard to imagine how terrifying the explosions must have been up close. A cocktail of toxic gas and liquefied rock roared down the volcano’s slopes at the speed of a hurricane. It killed thousands. When it was over, Mount Tambora was four thousand feet shorter than it had been before.1

			Slowly, a vast cloud of volcanic ash drifted across the northern hemisphere, blocking the sun. In Europe, 1816 became “the year without a summer.” Crops failed; desperate people ate rats, cats, and grass.2 In the German town of Darmstadt, the suffering made a deep impression on a thirteen-year-old boy. Young Justus von Liebig loved helping out in his father’s workshop, concocting pigments, paints, and polishes for sale.3 He grew up to be a chemist, among the most brilliant of his age. And he was driven by making discoveries that might help prevent hunger. Liebig did some of the earliest research into fertilizers. He pioneered nutritional science—the analysis of food in terms of fats, proteins, and carbohydrates.4 He invented beef extract.5

			Liebig invented something else, too, something that millions of people use every day: infant formula. Launched in 1865, Liebig’s Soluble Food for Babies was a powder comprising cow’s milk, wheat flour, malt flour, and potassium bicarbonate. It was the first commercial substitute for breast milk to come from rigorous scientific study.6

			As Liebig knew, not every baby has a mother who can breastfeed. Indeed, not every baby has a mother: before modern medicine, about one in one hundred childbirths killed the mother;7 it’s little better in the poorest countries today.8 Then there are mothers whose bodies just can’t make enough milk—the figures are disputed, but they could be as high as one in twenty.9

			What happened to those babies before formula? Parents who could afford it employed wet nurses—a respectable profession for the working girl, and an early casualty of Liebig’s invention.10 Some used a goat or donkey. Many gave their infants “pap,” a bread-and-water mush, from hard-to-clean receptacles that must have teemed with bacteria.11 No wonder death rates were high: in the early 1800s, only two in three babies who weren’t breastfed lived to see their first birthday.12

			Liebig’s formula hit the market at a propitious time. Germ theory was increasingly well understood. And the rubber teat had just been invented. The appeal of formula quickly spread beyond women who couldn’t breastfeed. Liebig’s Soluble Food for Babies democratized a lifestyle choice that had previously been open only to the well-to-do.

			It’s a choice that now shapes the modern workplace. For many new mothers who want—or need—to get back to work, baby formula is a godsend. And women are right to worry that taking time off might damage their careers. Recently, economists studied the experiences of the high-powered men and women emerging from the University of Chicago’s MBA program, entering the worlds of consulting and high finance. At first the women had similar experiences to the men, but over a time a huge gap in earnings opened up. The critical moment? It was motherhood. Women took time off, and employers paid them less in response. Ironically, the men were more likely than the women to have children. They just didn’t change their working patterns.13

			There are both biological and cultural reasons why women are more likely than men to take time off when they start families. We can’t change the fact that only women have wombs, but we can try to change workplace culture. More governments are following Scandinavia’s lead by giving dads the legal right to take time off.14 More leaders, like Facebook’s Mark Zuckerberg, are setting the example of encouraging them to take it.15 And formula milk makes it much easier for Dad to take over while Mom gets back to work.

			Sure, there’s also the option of the breast pump. But it can be more trouble than formula, or so the evidence suggests; studies show that the less time mothers have off work, the less likely they are to persevere with breastfeeding.16 That’s hardly surprising.

			There’s just one problem. Formula’s not all that good for babies.

			That shouldn’t be surprising, either. Evolution, after all, has had thousands of generations to optimize the recipe for breast milk. And formula doesn’t quite match it. Formula-fed infants get sick more often. That leads to costs for medical treatment and parents taking time off work. It also leads to deaths, particularly in poorer countries, where safe water sources aren’t easy to come by. One credible estimate is that increased breastfeeding rates could save 800,000 children’s lives worldwide each year.17 Justus von Liebig wanted his formula to save lives; he’d have been horrified by such a statistic.

			Formula has another, less obvious economic cost. There’s evidence that breastfed babies grow up with slightly higher IQs—about three points higher, when you control as well as possible for other factors. And higher IQs are linked to greater productivity and lifetime earnings. What might be the benefit of making a whole generation of kids just that little bit smarter? According to The Lancet, about $300 billion a year.18 That’s several times the value of the global formula market.19

			For governments, then, it’s a public policy headache. You don’t want to do anything that will hold back gender equality in the workplace, but you do want a smarter, healthier population. It makes sense to publicize the benefits of breastfeeding, at least, so mothers can make an informed decision. And many governments do. But nobody makes a quick profit from promoting breastfeeding. Selling formula, on the other hand, can be lucrative. Which have you seen more of recently: public service announcements about breastfeeding or ads for formula?

			Those ads have always been controversial, not least because formula is arguably more addictive than tobacco or alcohol. When a mother stops breastfeeding, her milk dries up. There’s no going back. Liebig himself never claimed that his Soluble Food for Babies was better than breast milk: he simply said he’d made it as nutritionally similar as possible. But he quickly inspired imitators who weren’t so scrupulous. By the 1890s, ads for formula routinely portrayed it as state-of-the-art; meanwhile, pediatricians were starting to notice higher rates of scurvy and rickets among the offspring of mothers whom the advertising swayed.20

			The controversy peaked in 1974, when the campaigning group War on Want published a pamphlet titled “The Baby Killer,” which accused Nestlé of marketing its infant formula in Africa without enough concern about whether mothers would be able to afford it after their breast milk stopped or use safe, clean water while preparing it. The boycotts of Nestlé in the West lasted for years. Partly as a result, by 1981, there was an International Code of Marketing Breast-Milk Substitutes. But it’s not hard law, and many say it’s widely flouted by companies.21 And there was fresh scandal in China in 2008, when industrial chemicals were found in formula milk; several babies died and 300,000 children fell ill.22

			What if there was a way to get the best of all worlds, equal career breaks for moms and dads and breast milk for infants, without the fuss of breast pumps? Perhaps there is—if you don’t mind taking market forces to their logical conclusion. In Utah, there’s a company called Ambrosia Labs. It pays mothers in Cambodia to express breast milk, screens it for quality, and sells it on to American mothers. It’s pricey now—more than $100 a liter.23 But that could come down with scale. Governments might even be tempted to tax formula milk to fund a breast milk market subsidy. Justus von Liebig sounded the death knell for wet-nursing as a profession; perhaps the global supply chain is bringing it back.

		

	
		
			10.

			TV Dinners

			It’s a typical November Tuesday for Mary, who lives in the northeastern United States. She’s forty-four, has a college degree, and her family is prosperous—in the top quarter of American households by income. So how did she spend her day? Is she a lawyer? A teacher? A management consultant?

			No. Mary spent an hour knitting and sewing, two hours setting the table and doing the dishes, and well over two hours preparing and cooking food. In this, she isn’t unusual. This is because it’s 1965, and in 1965, many married American women—even those with excellent educations—spent large chunks of their day catering for their families. For these women, “putting food on the table” wasn’t a metaphor. It was something that they did quite literally—and it took many hours each week.1

			We know about Mary’s day—and the days of many other people—because of time-use surveys conducted around the world. These are diaries of exactly how different sorts of people use their time. And for educated women, the way time is spent in the United States and other rich countries has changed radically over the past half-century. Women in the United States now spend about forty-five minutes a day in total on cooking and cleaning up; that is still much more than men, who spend just fifteen minutes a day. But it is a vast shift from Mary’s four hours a day.

			The reason for this shift is because of the radical changes in the way the food we eat is prepared. For a symbol of this change, look no further than the introduction, in 1954, of the TV dinner.

			Presented in a space-age aluminum tray and prepared so that the meat and the vegetables would all require the same cooking time, what some marketing genius called a “frozen turkey tray TV dinner” was developed by a bacteriologist named Betty Cronin. She worked for the Swanson food-processing company, which was looking for ways to keep busy after the business of supplying rations to U.S. troops had dried up after World War II. Cronin herself, as an ambitious young career woman, was part of the ideal target market: women who were expected to cook for their husbands yet were busy trying to develop their own careers. But she resisted the temptation. “I’ve never had a TV dinner in my home,” she said in a 1989 interview. “I used to work on them all day long. That was enough.”2

			But women didn’t have to embrace the full aluminum-foil TV dinner experience to be liberated by changes in food processing. There were also the freezer, the microwave, preservatives, and production lines. Food had been perhaps the last cottage industry; it was something that for generations was overwhelmingly produced in the home. But food preparation has increasingly been industrialized. Our meals have been outsourced to restaurants and takeaways, to sandwich shops and to factories that prepare ready-to-eat or ready-to-cook meals. And the invention of the industrial meal—in all its forms—has led to a profound shift in the modern economy.

			The most obvious indication of this is that spending on food is changing. American families spend more and more on eating outside the home—on fast food, restaurant meals, sandwiches, and snacks. In the 1960s, only a quarter of food spending was on food prepared and eaten outside the home;3 it’s been rising steadily since then, and in 2015 a landmark was reached: for the first time in their history, Americans spent more on food and drink consumed outside the home than on food and beverages purchased at grocery stores.4 In case you think Americans are unusual in that, the British passed that particular milestone more than a decade earlier.5

			Even within the home, food is increasingly processed to save the cook time, effort, and skill. There are obvious examples in which an entire meal comes ready to cook—a frozen pizza or one of Betty Cronin’s one-tray creations. But there are less obvious cases, too—chopped salad in bags; meatballs or kebab sticks doused in sauce and ready to grill; pregrated cheese; jars of pasta sauce; tea that comes packaged in individual permeable bags; chicken that comes plucked, gutted, and full of sage and onion stuffing mix. There is even, of course, sliced bread. Each new innovation would seem bizarre to the older generation, but I’ve never plucked a chicken myself, and perhaps my children will never chop their own salads. Each new idea may save only a little time, but cumulatively, pre-prepared food saves many hours a week.

			Such innovations didn’t begin with the TV dinner: they’ve been a long time in the making. Households were buying premilled flour in the early nineteenth century, rather than having to take their own grains to a mill or pound them into flour at home. In 1810 the French inventor Nicolas Appert patented a process for sealing and heat-treating food to preserve it. Condensed milk was patented in 1856; H. J. Heinz started to sell precooked canned macaroni in the 1880s.6

			But such innovations didn’t, at first, have an impact on how much time women spend preparing food. When the economist Valerie Ramey compared time-use diaries in the United States between the 1920s and the 1960s, she found an astonishing stability. Whether women were uneducated and married to farmers or highly educated and married to urban professionals, they still spent a similar amount of time on housework, and that time did not change much for fifty years. It was only in the 1960s that the industrialization of food really started to have a noticeable impact on the amount of housework that women did.7

			But surely the innovation responsible for emancipating women wasn’t the frozen pizza but the washing machine? The idea is widely believed, and it’s appealing. A frozen TV dinner doesn’t really feel like progress, compared with healthy home-cooked food. But a washing machine is neat and efficient and replaces work that was always drudgery. A washing machine is a robot washerwoman in cuboid form. It works. How could it not have been revolutionary?

			It was, of course. But the revolution wasn’t in the lives of women. It was in how lemon-fresh we all started to smell. The data are clear that the washing machine didn’t save a lot of time, because before the washing machine we didn’t wash clothes very often. When it took all day to wash and dry a few shirts, people would use replaceable collars and cuffs or dark outer layers to hide the grime on their clothes. But we cannot skip many meals in the way that we can skip the laundry. When it took two or three hours to prepare a meal, that was a job someone had to take the time to do. The washing machine didn’t save much time, and the ready meal did, because we were willing to stink, but we weren’t willing to starve.8

			The availability of ready meals has had some regrettable side effects. Obesity rates rose sharply in developed countries between the 1970s and the early twenty-first century, at much the same time as these culinary innovations were being developed and embraced. This is no coincidence, say health economists: the cost of eating a lot of calories has fallen dramatically, not just in financial terms but in terms of the cost of time.9

			Consider the humble potato. It has long been a staple of the American diet, but before World War II, potatoes were usually baked, mashed, or boiled. There’s a reason for that: good roasted potatoes need to be peeled, chopped, parboiled, and then roasted; for french fries or chips, potatoes must be chopped or very finely sliced and then deep-fried. This is all time-consuming.

			Over time, however, the production of fried sliced potato chips—both french fries and potato chips—moved out of the home and into large factory kitchens. Potatoes for french fries can be peeled, chopped, fried, and frozen at scale; they are then refried in a fast-food restaurant or microwaved at home. Between 1977 and 1995, American potato consumption increased by a third, and almost all of those extra potatoes were fried.

			Even simpler, potato chips can be fried, salted, flavored, and packaged to last for many weeks on the shelf. But this convenience comes at a cost. In the United States, calorie intake among adults rose by about 10 percent between the 1970s and the 1990s, but none of that was due to more calorific regular meals. It was all from snacking—and that usually means processed convenience food.

			Psychology and common sense suggest this shouldn’t be a surprise. Experiments conducted by behavioral scientists show that we make very different decisions about what to eat depending on how far away the meal is. A long-planned meal is likely to be nutritious, but when we make more impulsive decisions, our snacks are more likely to be junk food than something nourishing.

			The industrialization of food—symbolized by the TV dinner—changed our economy in two important ways. It freed women from hours of domestic chores, removing a large obstacle to their adopting serious professional careers. But by making empty calories ever more convenient, it also freed our waistlines to expand. Six decades after the launch of the TV dinner, the challenge now—as with so many inventions—is to enjoy the benefit without also suffering the cost.

		

	
		
			11.

			The Pill

			Infant formula changed what it meant to be a mother, and TV dinners changed what it meant to be a housewife. But the contraceptive pill changed both—and more besides. It had profound social consequences, and indeed that was the point—at least in the view of Margaret Sanger, the birth-control activist who urged scientists to develop it. Sanger wanted to liberate women sexually and socially, to put them on a more equal footing with men.

			But the pill wasn’t just socially revolutionary. It also sparked an economic revolution—perhaps the most significant economic change of the late twentieth century.

			To see why, first consider what the pill offered to women.

			For a start, it worked—which is more than you can say for many of the alternatives. Over the centuries, lovers have tried all kinds of unappealing tricks to prevent pregnancy. There was crocodile dung in ancient Egypt, Aristotle’s recommendation of cedar oil, and Casanova’s method of using half a lemon as a cervical cap.1 But even the obvious modern alternative to the pill, condoms, have a failure rate. Because people don’t tend to use condoms exactly as they’re supposed to—they sometimes rip or slip—with the result that for every one hundred sexually active women using condoms for a year, eighteen will become pregnant. Not an encouraging success rate. The failure rate of the sponge is similar; the diaphragm isn’t much better.2

			But the failure rate of the pill is just 6 percent—three times better than condoms. That assumes typical, imperfect use; use it perfectly and the failure rate drops to one-twentieth of that. And responsibility for using the pill perfectly was the woman’s, not her fumbling partner’s.

			The pill gave women control in other ways, too. Using a condom meant negotiating with a partner. The diaphragm and sponge were messy. The pill was neat and it was discreet and the decision to use it was private and a woman’s own. No wonder women wanted it. The pill was first approved for use in the United States in 1960, and it took off almost immediately. In just five years, almost half of married women on birth control were using the pill.

			But the real revolution would come when unmarried women could use oral contraceptives. That took time. In the United States, by around 1970, ten years after the pill had been approved, state after state was making it easier for young unmarried women to get the pill, most obviously by lowering the legal age at which they could access the product. Universities began to open family-planning centers, and their female students began to use them. By the mid-1970s, the pill was overwhelmingly the most popular form of contraception for eighteen- and nineteen-year-old women in the United States.3

			That was when the economic revolution also began. Beginning in America in the 1970s, women started studying for particular kinds of degrees: law, medicine, dentistry, and business. These degrees had been very masculine until then. In 1970, men earned more than 90 percent of the medical degrees awarded that year. Law and business degree classes were more than 95 percent male. Dentistry degree classes were 99 percent male. But at the beginning of the 1970s, equipped with the pill, women surged into all these courses. The proportion of women in these classes increased swiftly, and by 1980 they were often a third of the class. It was a huge change in a brief space of time.

			This wasn’t simply because women were more likely to go to college. Women who’d already decided to be students were opting for these professional courses. The proportion of female students studying subjects such as medicine and law rose dramatically, and logically enough, the presence of women in the professions rose sharply soon after.

			But what did this have to do with the pill?

			The answer is that by giving women control over their fertility, the pill allowed them to invest in their careers. Before the pill was available, taking five years or more to qualify as a doctor or a lawyer did not look like a good use of time and money. To reap the benefits of those courses, a woman would need to be able to reliably delay becoming a mother until she was thirty at least—having a baby would derail her studies or delay her professional progress at a critical time. A sexually active woman who tried to become a doctor, dentist, or lawyer was doing the equivalent of building a factory in an earthquake zone: just one bit of bad luck and the expensive investment would be trashed.

			Of course, women could have simply abstained from sex if they wanted to study for a professional career. But many women didn’t want to. And that decision wasn’t just about having fun; it was also about finding a husband. Before the pill, people married young. A woman who decided to abstain from sex while developing her career might try to find a husband at the age of thirty and find that, quite literally, all the good men had been taken.

			The pill changed those dynamics. It meant that unmarried women could have sex with substantially less risk of an unwanted pregnancy. But it also changed the whole pattern of marriage. People—particularly people with college educations—started to marry later. Why hurry? Even women who didn’t use the pill found that they didn’t have to rush into marriage, either, because there would still be plenty of single men to marry a little later in life. The babies started to arrive later, and at a time that women chose for themselves. And that meant that women, at least, had time to establish professional careers.

			Of course, many other parts of life were changing for American women in the 1970s. There was the legalization of abortion, laws against sex discrimination, and the social movement of feminism. Young men were being drafted to fight in Vietnam, leaving employers keen to recruit women in their place.

			But a careful statistical study by the Harvard economists Claudia Goldin and Lawrence Katz strongly suggests that the pill must have played a major role in allowing women to delay marriage, delay motherhood, and invest in their own careers. When you look at the other factors that were changing, the timing isn’t quite right to explain what happened. But when Goldin and Katz tracked the availability of the pill to young women, state by state, they showed that as each state opened access to the technology, the enrollment rate in professional courses soared—and so did women’s wages.4

			A few years ago, the economist Amalia Miller used a variety of clever statistical methods to demonstrate that if a woman in her twenties was able to delay motherhood by one year, her lifetime earnings would rise by 10 percent: that was some measure of the vast advantage to a woman of completing her studies and securing her career before having children.5 But the young women of the 1970s didn’t need to see Amalia Miller’s research; they already knew it was true. As the pill became widely available, they signed up for long professional courses in unheard-of numbers.

			American women today can look across the Pacific Ocean for a vision of an alternative reality. In Japan, one of the world’s most technologically advanced societies, the pill wasn’t approved for use until 1999. Japanese women had to wait thirty-nine years longer than American women for the same contraceptive. In contrast, when the erection-boosting drug Viagra was approved in the United States, Japan was just a few months behind.6 Gender inequality in Japan is generally reckoned to be worse than anywhere else in the developed world, with women continuing to struggle for recognition in the workplace.7 It is impossible to disentangle cause and effect there, but the experience in the United States suggests that it is no coincidence: delay the pill by two generations, and the economic impact on women will be enormous. It is a tiny little pill that continues to transform the world economy.
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			Video Games

			Early in 1962, a young student at MIT was on his way to his home in the nearby town of Lowell, Massachusetts. It was a cold night, with a cloudless sky, and as Peter Samson stepped off the train and gazed up at the starfield, a meteor streaked across the heavens. But instead of gasping at the beauty of creation, Samson reflexively grabbed for a game controller that wasn’t there and scanned the skies, wondering where his spaceship had gone. Samson’s brain had grown out of the habit of looking at the real stars. He was spending way too much time playing Spacewar.1

			Samson’s near hallucination was the precursor of countless digital fever dreams to come—that experience of drifting off to sleep dreaming of Pac-Man, or rotating Tetris blocks, or bagging a rare Pokémon Jigglypuff. Or, for that matter, the reflexive checking of your phone for the latest Facebook update. The ability of a computer to yank our Pavlovian reflexes and haunt our sleep—in 1962, that would have been unimaginable to anyone but Peter Samson and a few of his hacker friends. They were avid players of Spacewar, the first video game that mattered, the one that opened the door to a social craze and a massive industry and shaped our economy in more profound ways than we realize.

			Before Spacewar, computers were intimidating: Large gray cabinets in purpose-built rooms, closed off to all except the highly trained.2 Vast and expensive, forbidding and corporate. Computing was what banks did, and corporations, and the military; computers worked for the suits.3

			But at the beginning of the 1960s, at MIT, new computers were being installed in a more relaxed environment. They didn’t have their own rooms—they were part of the laboratory furniture. Students were allowed to mess around with them. The term “hacker” was born, and it meant not the modern mass-media sense of a malevolent cracker of security systems but someone who would experiment, cut corners, produce strange effects. And just as hacker culture was being born, MIT ordered a new kind of computer: the PDP-1. It was compact—the size of a large fridge—and relatively easy to use. It was powerful. And—oh, joy!—it communicated not through a printer but through a high-precision cathode-ray tube. A video display.

			When a young researcher named Slug Russell heard about the PDP-1, he and his friends began plotting the best way to show off its capabilities. They had been reading a lot of science fiction. They had been dreaming of a proper Hollywood space opera—this was nearly two decades before Star Wars. But since no such movie was in the offing, they plumped for the best possible alternative: Spacewar, a two-player video game that pitted starship captains against each other in a photon-torpedo-powered duel to the death.

			There were two ships—just a few pixels outlining the starcraft—and the players could spin, thrust, or fire torpedoes. Other enthusiasts soon joined in, making the game smoother and faster, adding a star with a realistic gravitational pull and cobbling together special controllers from plywood, electrical toggles, and Bakelite. They were hackers, after all.

			One of them decided that Spacewar deserved a breathtaking backdrop and programmed what he called the “Expensive Planetarium” subroutine. It featured a realistic starscape, stars displayed with five different brightnesses, as viewed from Earth’s equator. The author of the glorious addition: Peter Samson, the young student whose imagination was so captured by Spacewar that he misperceived the night sky above Lowell, Massachusetts.4

			In one way, the economic legacy of Spacewar is obvious. As computers became cheap enough to install in arcades, and then in the home, the games industry blossomed. One of the early hits, Asteroids, owed a clear debt to Spacewar—with the realistic-seeming physics of a spaceship that rotated and thrusted in a zero-gravity environment. Computer games now rival the film industry for revenue.5 They’re becoming culturally important, too: LEGO’s Minecraft tie-in jostles for popularity with its Star Wars and Marvel sets.

			But beyond the money that we spend on them, games affect the economy in a couple ways. First, virtual worlds can create real jobs. One of the first people to make this case was the economist Edward Castronova.6 In 2001 he calculated the gross national product per capita of an online world called Norrath—the setting for an online role-playing game, EverQuest. Norrath wasn’t particularly populous—about 60,000 people would be logged in at a time, performing mundane tasks to accumulate treasure that they could use to buy enjoyable capabilities for their characters. Except some players were impatient. They bought virtual treasure from other players, on sites like eBay, for real money. Which meant other players could earn real money for doing mundane work in Norrath.

			The wage, reckoned Castronova, was about $3.50 an hour—not much for a Californian but an excellent rate if you happened to live in Nairobi. Before long, “virtual sweatshops” sprang up from China to India, where teenagers ground away on the tedious parts of certain games, acquiring digital shortcuts to sell to more prosperous players who wanted to get straight to the good stuff. And it still happens: some people are making tens of thousands of dollars a month on auction sites in Japan just selling virtual game characters.7

			For most people, though, virtual worlds aren’t a place to earn money, but to enjoy spending time: cooperating in guilds; mastering complex skills; having a party inside their own imaginations. Even as Castronova was writing about tiny Norrath, 1.5 million South Koreans were playing in the virtual world of the game Lineage.8 Then came Farmville on Facebook, blurring a game with a social network; mobile games, such as Angry Birds or Candy Crush Saga; and augmented reality games, like Pokémon Go. By 2011, the game scholar Jane McGonigal estimated that more than half a billion people worldwide were spending serious amounts of time—almost two hours a day, on average—playing computer games. A billion or two is within easy reach.9

			And that brings us to the final economic impact. How many of those people are choosing virtual fun over boring work for real money?

			A decade ago, I saw Edward Castronova speak in front of a learned audience of scientists and policy wonks in Washington, D.C. You guys are already winning in the game of real life, he told us. But not everyone can. And if your choice is to be a Starbucks server or a starship captain—what, really, is so crazy about deciding to take command in an imaginary world?

			Castronova may have been onto something. In 2016, four economists presented research into a puzzling fact about the U.S. labor market: the economy was growing strongly, unemployment rates were low, and yet a surprisingly large number of able-bodied young men were either working part-time or not working at all. More puzzling still, while most studies of unemployment find that it makes people thoroughly miserable, against expectations the happiness of these young men was rising. The researchers concluded that the explanation was . . . well, they were living at home, sponging off their parents, and playing video games. These young men were deciding they didn’t want to be a Starbucks server. Being a starship captain was far more appealing.10

		

	
		
			13.

			Market Research

			In the early years of the twentieth century, U.S. automakers had it good. As quickly as they could manufacture cars, people bought them. By 1914, that was changing. In higher price brackets especially, purchasers and dealerships were becoming choosier. One contemporary commentator warned that the retailer “could no longer sell what his own judgement dictated. He must sell what the consumer wanted.”1

			That commentator was Charles Coolidge Parlin. He’s widely recognized as the world’s first professional market researcher—and, indeed, the man who invented the very idea of market research. A century later, the market research profession is huge: in the United States alone, it employs about half a million people.2

			Parlin was instructed to take the pulse of the U.S. automobile market. He traveled tens of thousands of miles and interviewed hundreds of car dealers. After months of work, he presented his employer with what he modestly described as “2,500 typewritten sheets, charts, maps, statistics, tables etc.”

			You might wonder which car maker employed Parlin to conduct this research. Was it, perhaps, Henry Ford, who at the time was busy gaining an edge on his rivals with another innovation—the assembly line?

			But no: Ford didn’t have a market research department to gauge what customers wanted. Perhaps that’s no surprise. Henry Ford is widely supposed to have quipped that people could buy a Model T in “any color they like, as long as it’s black.”3

			In fact, no car makers employed market researchers. Parlin had been hired by a magazine publisher.4 The Curtis Publishing Company published some of the most widely read periodicals of the time, including The Saturday Evening Post, The Ladies’ Home Journal, and The Country Gentleman. The magazines depended on advertising revenue. The company’s founder thought he’d be able to sell more advertising space if advertising was perceived as more effective; he wondered if researching markets might make it possible to devise more effective ads. In 1911, he set up a new division of his company to explore this vaguely conceived idea.

			The first head of that research division was Charles Coolidge Parlin. It wasn’t an obvious career move for a thirty-nine-year-old high school principal from Wisconsin. But then, being the world’s first market researcher wouldn’t have been an obvious career move for anyone. Parlin started by immersing himself in agricultural machinery; then he tackled department stores. Not everyone saw value in his activities, at first. Even as he introduced his pamphlet “The Merchandising of Automobiles: An Address to Retailers,” he still felt the need to include a diffident justification of his job’s existence. He hoped to be “of constructive service to the industry as a whole,” he wrote, explaining that car makers spent heavily on advertising and his employers wanted to “ascertain whether this important source of business was one which would continue.”5

			The invention of market research marks an early step in a broader shift from a “producer-led” to “consumer-led” approach to business—from making something, then trying to persuade people to buy it, to trying to find out what people might buy and then making it.

			The producer-led mind-set is exemplified by Henry Ford’s “any color, as long as it’s black.” From 1914 to 1926, only black Model Ts rolled off Ford’s production line. It was simpler to assemble cars of a single color, and black paint was cheap and durable.6 All that remained was to persuade customers that what they really wanted was a black Model T. And Ford excelled at this.

			Few companies nowadays would simply produce what’s convenient and then hope to sell it. A panoply of market research techniques helps determine what might sell: surveys, focus groups, beta testing. If metallic paint and go-faster stripes will sell more cars, that’s what will get made.

			Where Parlin led, others eventually followed. By the late 1910s, not long after Parlin’s report on automobiles, companies had started setting up their own market research departments. Over the next decade, U.S. advertising budgets almost doubled.7 Approaches to market research became more scientific; in the 1930s, George Gallup pioneered opinion polls; the first focus group was conducted in 1941 by an academic sociologist, Robert K. Merton. He later wished he could have patented the idea and collected royalties.8

			But systematically investigating consumer preferences was only part of the story; marketers also realized it was possible systematically to change them. Robert K. Merton coined a phrase to describe the kind of successful, cool, or savvy individual who routinely features in marketing campaigns. That phrase: the “role model.”9

			The nature of advertising was changing: no longer just providing information, but trying to manufacture desire.10 Sigmund Freud’s nephew Edward Bernays pioneered the fields of public relations and propaganda. Among his most famous stunts for corporate clients, Bernays helped the American Tobacco Company in 1929 persuade women that smoking in public was an act of female liberation. Cigarettes, he said, were “torches of freedom.”

			Today, attempts to discern and direct public preferences shape every corner of the economy. Any viral marketer will tell you that creating buzz remains more of an art than a science. But with ever more data available, investigations of consumer psychology can get ever more detailed. Where Ford offered cars in a single shade of black, Google famously tested the effect on click-through rates of forty-one slightly different shades of blue.11

			Should we worry about the reach and sophistication of corporate efforts to probe and manipulate our consumer psyches? The evolutionary psychologist Geoffrey Miller takes a more optimistic view. “Like chivalrous lovers,” Miller writes, “the best marketing-oriented companies help us discover desires we never knew we had, and ways of fulfilling them we never imagined.”12 Perhaps.

			Miller sees humans showing off through our consumer purchases much as peacocks impress peahens with their tails; such ideas hark back to the economist and sociologist Thorstein Veblen. Veblen developed the concept of conspicuous consumption back in 1899.

			Charles Coolidge Parlin had read his Veblen. He understood the signaling power of consumer purchases. “The pleasure car,” he wrote in his “Address to Retailers,” is “the traveling representative of a man’s taste or refinement. . . . A dilapidated pleasure car, like a decrepit horse, advertises that the driver is lacking in funds or lacking in pride.” In other words, perhaps not someone you should trust as a business associate. Or a husband.

			Signaling these days is much more complex than merely displaying wealth: we might choose a Prius if we want to display our green credentials, or a Volvo if we want to be seen as safety-conscious. These signals carry meaning only because brands have spent decades consciously trying to understand and respond to consumer desires—and to shape them.

			In contrast with today’s ads, those of 1914 were delightfully unsophisticated. The tagline of one for a Model T: “Buy it because it’s a better car.”13 Isn’t that advertisement oddly perfect? But it couldn’t last. Charles Coolidge Parlin was in the process of ushering us toward a very different world.
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			Air-Conditioning

			If only we could control the weather—at the push of a button make it warmer or cooler, wetter or drier. We’d have no more droughts or floods, no heat waves or icy roads. Deserts would become verdant. Crops would never fail. And we could stop worrying about climate change. As it happens, the threat of climate change has sparked some crazy-sounding ideas for hacking the climate, such as spraying sulfuric acid into the upper atmosphere to cool it down or dumping quicklime in the oceans to absorb carbon dioxide and slow down the greenhouse effect.1 Other scientists, meanwhile, are working on realizing the shaman’s dream of making rain; their techniques include seeding clouds with silver iodide and sending electrically charged particles into the sky.2

			Clever as humans are, however, we’re nowhere near precision control of the weather. At least if we’re talking about outside. Since the invention of air-conditioning, we can control the weather inside. That is not quite as big a deal, but it has still had some far-reaching and unexpected effects.

			Ever since our ancestors mastered fire, humans have been able to get warmer when it’s cold. Cooling down when it’s hot has been more of a challenge. The eccentric, teenaged Roman emperor Elagabalus made an early attempt at air-conditioning by sending slaves into the mountains to bring down snow and pile it in his garden, where breezes would carry the cooler air inside.3

			Needless to say, this was not a scalable solution. At least, not until the nineteenth century, when a Boston entrepreneur named Frederic Tudor amassed an unlikely fortune in a similar way. In 1806, he began carving blocks of ice from New England’s frozen lakes in winter, insulating them in sawdust, and shipping them to warmer climes for summer. The idea was to be profitable for the rest of the century, and the warmer parts of the country became addicted to New England ice. Mild New England winters would cause panic about an “ice famine.”4

			Air-conditioning as we know it began in 1902, and it had nothing to do with human comfort. The workers at Sackett & Wilhelms Lithographing & Printing Company in New York were frustrated with varying humidity levels when trying to print in color. The process required the same paper to be printed four times—in cyan ink, then magenta, yellow, and black. If the humidity changed between print runs, the paper would slightly expand or contract. Even a millimeter’s misalignment looked—and still looks—awful.

			The printers asked Buffalo Forge, a heating company, if it could devise a system to control humidity. Buffalo Forge assigned the problem to a young engineer, just a year out of Cornell University. Willis Carrier was earning $10 a week—below minimum wage in today’s money. But he figured out a solution: circulating air over coils that were chilled by compressed ammonia maintained the humidity at a constant 55 percent. Modern air conditioners use different chemicals as coolants, but the basic idea remains much the same.

			The printers were delighted, and Buffalo Forge was soon selling Willis Carrier’s invention wherever humidity posed problems: from textiles to flour mills to the Gillette Company, where excessive moisture rusted its razor blades. These early industrial clients didn’t much care about making temperatures more comfortable for their workers; that was an incidental benefit to controlling the humidity. But Carrier saw an opportunity. By 1906 he was already talking up the potential for “comfort” applications in theaters and other public buildings.5

			It was an astute choice of target market. Historically, theaters often shut down for summer—on a stifling-hot day, nobody wanted to see a play. It’s not hard to imagine why: no windows; human bodies tightly packed; and, before electricity, lighting provided by flares that gave off heat. New England ice was briefly popular: in the summer of 1880, New York’s Madison Square Theatre used four tons of ice a day; an eight-foot fan blew air over the ice and through ducts toward the audience. Unfortunately, this wasn’t an ideal solution. The air, though cool, was also damp, and pollution was increasing in New England’s lakes. Sometimes, as the ice melted, unpleasant smells wafted into the auditorium.6

			Willis Carrier called his system of cooling the “weathermaker,” and it was much more practical. The burgeoning movie theaters of the 1920s were where the general public first experienced air-conditioning, and it quickly became as much of a selling point as the new talkies. The enduring and profitable Hollywood tradition of the summer blockbuster traces directly back to Carrier. So does the rise of the shopping mall.

			But air-conditioning has become more than a mere convenience. Computers fail if they get too hot or damp, so air-conditioning enables the server farms that power the Internet. Indeed, if factories couldn’t control their air quality, we’d struggle to manufacture silicon chips at all. Air-conditioning is a revolutionary technology; it has had a profound influence on where and how we live.

			Air-conditioning has transformed architecture. Historically, a cool building in a hot climate implied thick walls, high ceilings, balconies, courtyards, and windows facing away from the sun. The so-called dogtrot house, once popular in America’s South, was two sets of rooms bisected by a covered, open-ended corridor that allowed breezes through. Without air-conditioning, glass-fronted skyscrapers are not a sensible option: you’d bake on the upper floors. With air-conditioning, old workarounds become irrelevant and new building designs become possible.

			Air-conditioning has changed demographics, too. Without it, it’s hard to imagine the rise of cities such as Houston, Phoenix, or Atlanta, as well as Dubai or Singapore. As new housing spread rapidly across America in the second half of the twentieth century, population boomed in the Sun Belt—the warmer south of the country, from Florida to California—from 28 percent of Americans to 40 percent.7 As retirees in particular moved from north to south, they also changed the nation’s political balance: the author Steven Johnson has plausibly argued that air-conditioning elected Ronald Reagan.8

			Reagan became president in 1980. Back then, America alone, with just five percent of the world’s population, used more than half the world’s air-conditioning.9 Emerging economies have since caught up quickly: China will soon become the global leader.10 The proportion of air-conditioned homes in Chinese cities jumped from under one-tenth to more than two-thirds in just ten years.11 In countries such as India, Brazil, and Indonesia, the market for air conditioners is expanding at double-digit rates.12 And there’s plenty more room for growth: from Manila to Kinshasa, eleven of the world’s thirty largest cities are in the tropics.13

			The boom in air-conditioning is good news for many reasons, beyond the obvious that life in a hot, humid summer is simply more pleasant with it than without it. Air-conditioning lowers the death rate during heat waves.14 In prisons, heat makes inmates fractious; air-conditioning pays for itself by reducing fights.15 In exam halls, when the temperature exceeds the low seventies, students start to score lower on math tests.16 In offices, air-conditioning makes us more productive: according to one early study, air-conditioned offices enabled U.S. government typists to do 24 percent more work.17

			Economists have since confirmed that there’s a relationship between productivity and keeping cool. Yale University’s William Nordhaus divided the world into cells, by lines of latitude and longitude, and plotted each one’s climate, output, and population. He concluded that the hotter the average temperature, the less productive people could be.18 According to Geoffrey Heal of Columbia University and Jisung Park of Harvard, a hotter-than-average year is bad for productivity in hot countries, but good in cold ones: crunching the numbers, they conclude that human productivity peaks when the temperature is between 65 and 72 degrees Fahrenheit.19

			But there’s an inconvenient truth: You can make it cooler inside only by making it warmer outside. Air-conditioning units pump hot air out of buildings. A study in Phoenix, Arizona, found that this effect increased the city’s night-time temperature by two degrees.20 Of course, that only makes air-conditioning units work harder, making the outside hotter still. On underground metro systems, cooling the trains can lead to swelteringly hot platforms. Then there’s the electricity that powers air-conditioning, often made by burning gas or coal; and the coolants air conditioners use, many of which are powerful greenhouse gases when they leak.21

			You’d expect air-conditioning technology to be getting cleaner and greener, and you’d be right. But global demand for air-conditioning is growing so quickly, even if the optimists are right about possible efficiency gains, there will still be an eightfold increase in energy consumption by 2050.22 That’s worrying news for climate change.

			Will we get inventions to control the outdoor weather, too? Perhaps. But even air-conditioning—a brilliant but simple and straightforward invention—has had some powerful and unexpected side effects. Controlling the climate itself will be neither simple nor straightforward. And the side effects? We can barely imagine.
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			Department Stores

			No, I’m just looking”: these are words most of us have said when browsing in a store and being approached politely by a sales assistant. Most of us will not have then experienced the sales assistant snarling, “Then ’op it, mate!”

			Hearing those words in a London shop made quite an impression on Harry Gordon Selfridge. The year was 1888, and the flamboyant American was touring the great department stores of Europe—in Vienna and Berlin; the famous Bon Marché in Paris; and Manchester, and now London—to see what tips he could pick up for his employer, Chicago’s Marshall Field. Field had been busily popularizing the aphorism “The customer is always right.” Evidently, this was not yet the case in England.

			Two decades later, Selfridge was back in London, opening his eponymous department store on Oxford Street—now a global mecca for retail, then an unfashionable backwater, but handily near a station on a newly opened underground line. Selfridge & Co. caused a sensation.1 This was due partly to its sheer size—the retail space covered six acres. Plate-glass windows had been a feature of storefronts for a few decades,2 but Selfridge installed the largest glass sheets in the world—and he created, behind them, the most sumptuous shop window displays.

			But more than scale, what set Selfridge’s apart was attitude. Harry Gordon Selfridge was introducing Londoners to a whole new shopping experience, one honed in the department stores of late-nineteenth-century America.

			“Just looking” was positively encouraged. As he had in Chicago, Selfridge swept away the previous shopkeepers’ custom of stashing the merchandise in places where sales assistants had to fetch it for you—in cabinets, behind locked glass doors, or high up on shelves that could be reached only with a ladder. He instead laid out the open-aisle displays we now take for granted, where you can touch a product, pick it up, and inspect it from all angles, without a salesperson hovering by your side. In the full-page newspaper advertisements he took out when his store opened, Selfridge compared the “pleasures of shopping” to those of “sight-seeing.”

			Shopping had long been bound up with social display: the old arcades of the great European cities, displaying their fine cotton fashions—gorgeously lit with candles and mirrors—were places for the upper classes not only to see, but to be seen.3 Selfridge had no truck with snobbery or exclusivity. His advertisements pointedly made clear that the “whole British public” would be welcome—“no cards of admission are required.” Management consultants today talk about the fortune to be found at the “bottom of the pyramid”; Selfridge was way ahead of them. In his Chicago store, he appealed to the working classes by dreaming up the concept of the “bargain basement.”4

			Selfridge did perhaps more than anyone to invent shopping as we know it. But the ideas were in the ether.

			Another trailblazer was an Irish immigrant named Alexander Turney Stewart. It was Stewart who introduced to New Yorkers in the mid–nineteenth century the shocking concept of not hassling customers the moment they walked through the door. He called this novel policy “free entrance.”

			A. T. Stewart & Co. was among the first department stores to practice the now ubiquitous “clearance sale,” periodically moving on the last bits of old stock at knockdown prices to make room for new. Stewart offered no-quibble refunds. He made customers pay in cash or settle their bills quickly; traditionally, shoppers had expected to string out their lines of credit for up to a year.

			Another insight Stewart applied at his store was that not everybody likes to haggle; some of us welcome the simplicity of being quoted a fair price and told we can take it or leave it. Stewart made possible this “one-price” approach by accepting unusually low markups. “[I] put my goods on the market at the lowest price I can afford,” he explained. “Although I realize only a small profit on each sale, the enlarged area of business makes possible a large accumulation of capital.”

			This idea wasn’t totally unprecedented, but at the time it was considered radical. The first salesman Stewart hired was appalled to hear that he would not be allowed to apply his finely tuned skill of sizing up the customer’s apparent wealth and extracting as extravagant a price as possible: he resigned on the spot, telling the youthful Irish shopkeeper he’d be bankrupt within a month. By the time Stewart died, over five decades later, he was one of the richest men in New York.

			The great department stores became cathedrals of commerce. At Stewart’s “Marble Palace” the shopkeeper boasted: “You may gaze upon a million dollars’ worth of goods, and no man will interrupt either your meditation or your admiration.”5 They took shopping to another level, sometimes literally: Corvin in Budapest installed an elevator that became such an attraction in its own right that the store began to charge for using it. In 1898, Harrods in London installed a moving staircase that carried as many as four thousand people an hour.6

			In such shops one could buy anything from cradles to gravestones (Harrods offered a full funeral service, including hearse, coffin, and attendants). There were picture galleries, smoking rooms, tea rooms, concerts. The shop displays bled out into the street, as entrepreneurs built covered galleries around their stores. It was, the historian Frank Trentmann says, the birth of “total shopping.”7

			The glory days of the city center department store have faded a little. Even before the rise of online shopping, widespread car ownership brought the out-of-town shopping mall, where land is cheaper. Tourists in England still enjoy Harrods and Selfridge’s in London, but many also head to Bicester Village, a few miles north of Oxford, an outlet that specializes in luxury brands at a discount.

			But the experience of going to the shops has changed remarkably little since pioneers such as Stewart and Selfridge turned it on its head. And it may be no coincidence that they did it at a time when women were gaining in social and economic power.

			There are, of course, some tired stereotypes about women and their supposed love of shopping. But the data suggest that the stereotypes aren’t completely imaginary. Time-use studies suggest women spend more time shopping than men do.8 Other research suggests that this is a matter of preference as well as duty: men tend to say they like shops with easy parking and short checkout lines, so they can get what they came for and leave; women are more likely to prioritize aspects of the shopping experience, like the friendliness of sales assistants.9

			Such research wouldn’t have shocked Harry Gordon Selfridge. He saw that female customers offered profitable opportunities that other retailers were bungling, and he made a point of trying to understand what they wanted. One of his quietly revolutionary moves: Selfridge’s featured a ladies’ lavatory. Strange as it may sound to modern ears, this was a facility London’s shopkeepers had hitherto neglected to provide. Selfridge saw, as other men apparently had not, that women might want to stay in town all day, without having to use an insalubrious public convenience or retreat to a respectable hotel for tea whenever they wanted to relieve themselves.

			Lindy Woodhead, who wrote a biography of Selfridge, even thinks he “could justifiably claim to have helped emancipate women.”10 That’s a big claim for any shopkeeper.

			But social progress can sometimes come from unexpected directions. And Harry Gordon Selfridge certainly saw himself as a social reformer. He once explained why, at his Chicago store, he’d introduced a nursery where young children could be dropped off during a shopping trip: “I came along just at the time when women wanted to step out on their own,” he said. “They came to the store and realized some of their dreams.”

		

	
		
			III

			Inventing New Systems

			Late in 1946, a group of engineers from more than two dozen nations gathered in London. It wasn’t the easiest of times or places to hold a conference. “All the hotels were very good, but very short of supplies,” recalled Willy Kuert, a Swiss delegate. But he understood the difficulties. As long as you focused on the quality of the food rather than the quantity, there was no cause for complaint.1

			Kuert and his colleagues had a plan: they wanted to establish a new organization that would agree on international standards. Even amid the wreckage of the war, the big tension was between those who measured with inches and those who measured with centimeters. “We didn’t talk about it,” said Kuert. “We would have to live with it.” Despite that tension, it was a friendly atmosphere—people liked one another and wanted to get things done. And in due course, the conference reached an agreement: the establishment of the International Organization for Standardization, or ISO.

			The ISO, of course, sets standards. Standards for nuts and bolts, for pipes, for ball bearings, for shipping containers, and for solar panels. Some of these standards are touchy-feely (standards for sustainable development) and some are cutting-edge (standards for hydrogen-refueling stations). But for old ISO hands, it’s the humble stuff that counts: getting the UK to accept international standards on screw threads is still remembered as one of the ISO’s great achievements. Alas, the ISO hasn’t quite managed to standardize standard-setting bodies; it must instead rub along with the International Electrotechnical Commission and the International Telecommunication Union, and no doubt many more.

			It’s easy to chuckle at the idea of international standards for nuts and bolts—but then again, non-standardized nuts and bolts wouldn’t be funny at all. From food labels that everyone understands to cars that start when we turn the key no matter where they’re produced, from cell phones that can call other cell phones to power plugs that fit into power sockets, our modern economy is built on standardization. Not all standards are global—an American power plug won’t fit a European power socket—but standards work better when more widely accepted. There’s no glory in standardized ball bearings, but a smoothly functioning economy runs upon such things in both a metaphorical and a literal sense.

			Many key inventions work only as part of a broader system. That system may be one of pure engineering standards—as with a cell phone. But it may also be a more human system. For example, paper money has no intrinsic value; it works only if people expect other people to accept the paper as payment. And an invention such as the elevator works much better when combined with other technologies: reinforced concrete to build skyscrapers; air-conditioning to keep them cool; and public transport to deliver people to dense business districts.

			But let’s start with one of the most important inventions in human history, one that began to realize its potential only when all kinds of systems were adapted to fit around it.

		

	
		
			16.

			The Dynamo

			For investors in Boo.com, Webvan, and eToys, the bursting of the dot-com bubble came as a shock. Companies like them raised vast sums on the promise that the World Wide Web would change everything. Then, in the spring of 2000, stock markets collapsed.

			Some economists had long been skeptical about the promise of computers. In 1987, we didn’t have the Web, but spreadsheets and databases were appearing in every workplace. And that seemed to have no impact whatsoever on the economy. The leading thinker on economic growth, Robert Solow, quipped, “You can see the computer age everywhere but in the productivity statistics.”1

			It’s not easy to track the overall economic impact of innovation, but the best measure we have is something called “total factor productivity.” When it’s rising, that means the economy is somehow squeezing more output out of inputs, such as machinery, human labor, and education. In the 1980s, when Robert Solow was writing, it was growing at the slowest rate for decades—slower even than during the Great Depression. Technology seemed to be booming, but productivity was almost stagnant. Economists called it the “productivity paradox.”2 What might explain it?

			For a hint, rewind a hundred years. Another remarkable new technology was proving disappointing: electricity. Some corporations were investing in electric dynamos and motors and installing them in workplaces. Yet the surge in productivity would not come.

			The potential for electricity seemed clear. Thomas Edison and Joseph Swan independently invented usable lightbulbs in the late 1870s. In the early 1880s, Edison built electricity-generating stations at Pearl Street in Manhattan and Holborn in London. Things moved quickly: within a year, he was selling electricity as a commodity; a year later, the first electric motors were used to drive manufacturing machinery. Yet by 1900, less than 5 percent of mechanical drive power in American factories was coming from electric motors. Most factories were still in the age of steam.3

			A steam-powered factory must have been awe-inspiring. The mechanical power would come from a single massive steam engine. The engine turned a central steel driveshaft that ran along the length of the factory; sometimes it would run outside and into a second building. Subsidiary shafts, connected via belts and gears, drove hammers and punches and presses and looms. Sometimes the belts would transfer power vertically through a hole in the ceiling to a second floor or a third. Expensive “belt towers” enclosed them to prevent fires from spreading through the gaps. Everything was continually lubricated by thousands of drip oilers.

			Steam engines rarely stopped. If a single machine in the factory needed to run, the coal fires needed to be fed. The cogs whirred and the shafts spun and the belts churned up the grease and the dust, and there was always the risk that a worker might snag a sleeve or bootlace and be dragged into the relentless, all-embracing machine.

			As electric motors became widely available in the late nineteenth century, some factory owners experimented by using them to replace that large central steam engine, drawing clean and modern power from a nearby generating station. After such a big investment, they tended to be disappointed with the cost savings. And it wasn’t just that people didn’t want to scrap their old steam engines. They kept installing more. Until around 1910, plenty of entrepreneurs looked at the old steam-engine system, and the new electrical drive system, and opted for good old-fashioned steam. Why?

			The answer was that to take advantage of electricity, factory owners had to think in a very different way. They could, of course, use an electric motor in the same way that they used steam engines. It would slot right in to their old systems. But electric motors could do much more.

			Electricity allowed power to be delivered exactly where and when it was needed. Small steam engines were hopelessly inefficient, but small electric motors worked just fine. So a factory could contain several smaller motors, each driving a small driveshaft—or, as the technology developed, every workbench would have its own machine tool with its own little electric motor. Power wasn’t transmitted through a single, massive spinning driveshaft but through wires.

			A factory powered by steam needed to be sturdy enough to carry huge steel driveshafts. A factory powered by electricity could be light and airy. Steam-powered factories had to be arranged on the logic of the driveshaft; electricity meant you could arrange factories on the logic of a production line. Old factories were dark and dense, packed around the shafts. New factories could spread out, with wings and windows to bring natural light and air. In the old factories, the steam engine set the pace. In the new factories, workers could set the pace.

			Factories could be cleaner and safer. They could be more efficient, because machines needed to run only when they were being used. But you couldn’t get these results simply by ripping out the steam engine and replacing it with an electric motor. You needed to change everything: the architecture, the production process, how the workers were used. And because workers had more autonomy and flexibility, you had to change the way they were recruited, trained, and paid.

			Factory owners hesitated, for understandable reasons. Of course they didn’t want to scrap their existing capital. But maybe, too, they simply struggled to think through the implications of a world where everything needed to adapt to the new technology.

			In the end, change happened. It was unavoidable. Partly, of course, it was simply that electricity from the grid was becoming cheaper and more reliable.

			But American manufacturing was also shaped by unexpected forces. One of them was the resurgence in the late 1910s and the 1920s of an invention we’ve already encountered: the passport. Thanks to a series of new laws that limited immigration from a war-torn Europe, labor was in short supply and average wages for Americans soared. Hiring workers became more about quality and less about quantity. Trained workers could use the autonomy that electricity gave them. The passport helped kick-start the dynamo.

			And as more factory owners figured out how to make the most of electric motors, new ideas about manufacturing spread. Come the 1920s, productivity in American manufacturing soared in ways never seen before or since. You would think that kind of leap forward must be explained by a new technology. But no. Paul David, an economic historian, gives much of the credit to the fact that manufacturers finally figured out how to use technology that was nearly half a century old.4 They had to change an entire system: their architecture, their logistics, and their personnel policies were all transformed to take advantage of the electric motor. And it took about fifty years.

			Which puts Robert Solow’s quip in a new light. By 2000, about fifty years after the first computer program, productivity was picking up a bit. Two economists, Erik Brynjolfsson and Lorin Hitt, published research showing that many companies had invested in computers for little or no reward, but others had reaped big benefits. What explained the difference? Why did computers help some companies but not others? It was a puzzle.

			Brynjolfsson and Hitt revealed their solution: What mattered, they argued, was whether the companies had also been willing to reorganize as they installed the new computers, taking advantage of their potential. That often meant decentralizing decisions, streamlining supply chains, and offering more choice to customers. You couldn’t just take your old processes and add better computers any more than you could take your old steam-powered factory and add electricity. You needed to do things differently; you needed to change the whole system.5

			The Web is much younger even than the computer, of course. It was barely a decade old when the dot-com bubble burst. When the electric dynamo was as old as the Web is now, factory owners were still attached to steam. The really big changes were only just appearing on the horizon.

			Revolutionary technology changes everything—that’s why we call it revolutionary. And changing everything takes time, and imagination, and courage—and a lot of hard work.

		

	
		
			17.

			The Shipping Container

			The most obvious feature of the global economy is exactly that: it’s global. Toys from China, copper from Chile, T-shirts from Bangladesh, wine from New Zealand, coffee from Ethiopia, and tomatoes from Spain. Like it or not, globalization is a fundamental feature of the modern economy.

			Statistics back this up. In the early 1960s, world merchandise trade was less than 20 percent of world GDP. Now, it’s about 50 percent.1 Not everyone is happy about this; there’s probably no other issue where the anxieties of ordinary people are so in conflict with the near unanimous approval of economists. And so controversy rages.

			The arguments over trade tend to frame globalization as a policy—maybe even an ideology, fueled by acronymic trade deals such as TRIPS, TTIP, and the TFP. But perhaps the biggest enabler of globalization isn’t a free trade agreement but a simple invention: a corrugated steel box, eight feet wide, eight and a half feet high, and forty feet long. A shipping container.2

			To understand why the shipping container has been so important, consider how a typical trade journey looked before its invention. In 1954, an unremarkable cargo ship, the SS Warrior, carried merchandise from Brooklyn in New York to Bremerhaven in Germany. On that trip, just over 5,000 tons of cargo—from food to household goods, letters to vehicles—was being carried as 194,582 separate items in 1,156 different shipments. The recordkeeping alone, keeping track of all those consignments as they moved around the dockside warehouses, was a nightmare.3

			But the real challenge was physically loading ships like the Warrior. The longshoremen who did the job would pile barrels of olives and boxes of soap onto a wooden pallet on the dock. The pallet would be hoisted in a sling and deposited into the hold of a ship, from where more longshoremen would carry or cart each item into a snug corner of the ship, poking and pulling at the merchandise with steel hooks until they settled into place against the curves and bulkheads of the hold, skillfully packing the cargo so that it would not shift on the high seas. There were cranes and forklifts available, but in the end much of the merchandise, from bags of sugar heavier than a man to metal bars the weight of a small car, needed to be shifted with muscle power.

			This was far more dangerous work than manufacturing or even construction. In a large port, someone would be killed every few weeks. In 1950, New York averaged half a dozen serious incidents every day—and New York’s port was one of the safer ones.

			Researchers studying the Warrior’s trip to Bremerhaven concluded that the ship had taken ten days to load and unload, as much time as it had for the vessel to cross the Atlantic Ocean. In total, the cargo cost about $420 a ton to move, in today’s money. Given typical delays in sorting and distributing the cargo by land, the whole journey might take three months.4

			Sixty years ago, then, shipping goods internationally was costly, chancy, and immensely time-consuming. Surely there was a better way. Indeed there was: Put all the cargo into big standard boxes, then move the boxes.

			But inventing the box was the easy step—the shipping container had already been tried in various forms for decades, without catching on. The real challenge was overcoming the social obstacles. To begin with, the trucking companies, shipping companies, and ports couldn’t agree on a standard. Some wanted large containers; others wanted smaller or shorter versions, perhaps because they specialized in heavy goods, such as canned pineapple, or trucked on narrow mountain roads.5

			Then there were the powerful dockworkers’ unions, whose leaders resisted the idea. You might think they’d have welcomed shipping containers, as they’d make the job of loading ships safer. But containers also meant there’d be fewer jobs to go around.

			Stodgy U.S. regulators also preferred the status quo. The freight sector was tightly bound with red tape, with separate sets of regulations determining how much shipping and trucking companies could charge. Why not simply let companies charge whatever the market would bear, or even allow shipping and trucking companies to merge and put together an integrated service? Perhaps the bureaucrats, too, were simply keen to preserve their jobs; such bold ideas would have left them with nothing to do.

			The man who navigated this maze of hazards—who can fairly be described as the inventor of the modern shipping container system—was an American, Malcom McLean. McLean didn’t know anything about shipping. But he was a trucking entrepreneur; he knew plenty about trucks, plenty about the system, and all there was to know about saving money. Tales of McLean’s penny pinching abound. As a young trucker, the story goes, he was so poor that he couldn’t pay the toll at a bridge; he left his wrench as a deposit at the toll booth and redeemed the debt on his return journey, having sold his cargo. Even when McLean was in charge of a large organization, he instructed his employees to keep long-distance phone calls briefer than three minutes, to save money.6

			But McLean’s biographer Marc Levinson, who wrote the definitive history of the shipping container, argues that such tales don’t capture the ambition, vision, or daring of the man. McLean saw the potential of a shipping container that would fit neatly onto a flatbed truck, but he wasn’t the first person to propose such an approach. What made him different was his political savvy and his daring—attributes that were essential in bringing about a massive chance to the global freight system.

			A case in point: With what Levinson describes as “an unprecedented piece of financial and legal engineering,” McLean managed to gain control of both a shipping company and a trucking company at the same time.7 This was, of course, a great help in introducing containers that were compatible with both ships and trucks. McLean was also able to make progress with more straightforward pieces of entrepreneurship: for example, when dockworkers were threatening to strike and shut down ports on the U.S. East Coast in 1956, he decided this was the perfect time to refit old ships to new container specifications. He wasn’t averse to plunging into debt to buy or upgrade new ships. By 1959 he was widely suspected of being close to bankruptcy, always a risk of an ambitious debt-funded expansion. But he pulled through.*

			McLean was also a savvy political operative. When New York’s Port Authority was trying to expand its influence in the 1950s, he alerted its leaders to an opportunity, pointing out that the New Jersey side of the harbor was underused and would be the perfect place to build a purpose-built container shipping facility. As a result, he was able to get a large foothold in New York with both political and financial cover from the Port Authority.8

			But perhaps the most striking coup took place in the late 1960s, when Malcom McLean sold the idea of container shipping to perhaps the world’s most powerful customer: the U.S. military. Faced with a logistical nightmare in trying to ship equipment to Vietnam to supply American troops, the military signed a contract with McLean, relying on his expertise and his container ships to sort things out. Containers work much better when they’re part of an integrated logistical system, and the U.S. military was perfectly placed to adopt that system wholesale. Even better, McLean realized that on the way back from Vietnam his empty container ships could collect payloads from the world’s fastest-growing economy, Japan. And so the trans-Pacific trading relationship began in earnest.

			A modern shipping port today would be unrecognizable to a hardworking longshoreman of the 1950s. Even a modest container ship might carry twenty times as much cargo as the Warrior did, yet disgorge its cargo in hours rather than days. Gigantic cranes, weighing a thousand tons apiece, will lock on to containers that weigh upward of thirty tons and swing them up and over onto a waiting transporter. The colossal ballet of engineering is choreographed by computers, which track every container as it moves through a global logistical system. The refrigerated containers are put in a hull section with temperature monitors and power. The heavier containers are placed at the bottom to keep the ship’s center of gravity low; the entire loading process is designed and scheduled to keep the ship balanced. And after the crane has released one container onto a waiting transporter, it will grasp another before swinging back over the ship, which is being emptied and refilled simultaneously.

			Not every place enjoys the benefits of the containerization revolution: many ports in poorer countries still look like New York in the 1950s.9 Sub-Saharan Africa, in particular, remains largely cut off from the world economy because of poor infrastructure. Without the ability to plug into the world’s container shipping system, Africa continues to be a costly place to do business.

			But for an ever-growing number of destinations, goods can now be shipped reliably, swiftly, and cheaply: rather than the $420 (in today’s money) that a customer would have paid to get the Warrior to ship a ton of goods across the Atlantic in 1954, you might now pay less than $50 a ton.10 As a result, manufacturers are less and less interested in positioning their factories close to their customers—or even their suppliers. What matters instead is finding a location where the workforce, the regulations, the tax regime, and the going wage all help make production as efficient as possible. Workers in China enjoy new opportunities; in developed countries they experience new threats to their jobs; and governments anywhere feel that they’re competing with governments everywhere to attract business investment. On top of it all, in a sense, is the consumer, who enjoys the greatest possible range of the cheapest possible products—toys, phones, clothes, anything. And underpinning it all is a system: the system that Malcom McLean developed and guided through its early years.

			The world is a very big place, but these days the economists who study international trade often assume that transport costs are zero. It keeps the mathematics simpler, they say—and thanks to the shipping container, it’s nearly true.

			
		

	
		
			18.

			The Bar Code

			There are two ways to tell this story.

			One of them describes that classic flash of inventive insight. In 1948, Joseph Woodland, a graduate student at the Drexel Institute in Philadelphia, was pondering a challenge that had been thrown down by a local retailer: Was there any way to speed up the process of checking out in his stores by automating the tedious process of recording the transaction?1

			Woodland was a smart young man. He’d worked on the Manhattan Project during World War II. As an undergraduate he’d designed an improved system for playing elevator music. He had planned to launch it commercially but had been warned away by his father, who was convinced that mobsters controlled the elevator music racket.

			So Woodland had returned to his studies at the Drexel Institute, and now he was stumped by the transaction problem. On a visit to his grandparents in Florida, he sat on Miami Beach and pondered the problem, idly combed his fingers in a circle, letting the sand slide between his fingers. But as he looked down at the ridges and furrows, a thought struck him. Just as Morse code used dots and dashes to convey a message, he could use thin lines and thick lines to encode information. A zebra-striped bull’s-eye could describe a product and its price in a code that a machine might be able to read.2

			The idea was workable, but with the technology of the time it was costly. But as computers advanced and lasers were invented, it became more realistic. The striped-scan system was independently rediscovered and refined several times over the years. In the 1950s, an engineer, David Collins, put thin and thick lines on railway cars so that they could be read automatically by a trackside scanner. In the early 1970s, an IBM engineer, George Laurer, figured out that a rectangle would be more compact than Woodland’s bull’s-eye, and he developed a system that used lasers and computers that were so quick they could process labeled beanbags being hurled over the scanner system. Joseph Woodland’s seaside doodles had become a technological reality.3

			But there’s another way to tell the story. It’s just as important—but it’s incredibly boring.

			In September 1969, members of the Administrative Systems Committee of the Grocery Manufacturers of America met with their opposite numbers from the National Association of Food Chains. The location was the Carrousel Inn, an uninspiring motel in Cincinnati. The topic was equally uninspiring: whether the food producers of the GMA could come to an agreement with the food retailers of the NAFC about an interindustry product code.

			The GMA wanted an eleven-digit code, which would encompass various labeling systems that grocery manufacturers were already using. The NAFC wanted a shorter, seven-digit code, which could be read by simpler and cheaper systems at the checkout. The GMA and the NAFC couldn’t agree, and the meeting broke up in frustration. Years of careful diplomacy—and innumerable committees, subcommittees, and ad hoc committees—were required before, finally, the U.S. grocery industry agreed upon a standard for the Universal Product Code, or UPC.4

			Both stories came to fruition in June 1974 at the checkout counter of a Marsh supermarket in Troy, Ohio, when a thirty-one-year-old checkout assistant named Sharon Buchanan scanned a ten-pack of fifty sticks of Wrigley’s Juicy Fruit chewing gum across a laser scanner, automatically registering the price of 67 cents. The gum was sold. The bar code had been born.5

			We tend to think of the bar code as a simple piece of cost-cutting technology: it helps supermarkets do their business more efficiently, and so it helps us enjoy lower prices. But like the shipping container, the bar code doesn’t work unless it’s integrated into a system. And like the container shipping system, the bar code system does more than lower costs. It solves problems for some players and creates headaches for others.

			That is why the second way of telling the story is as important as the first—because the bar code changes the balance of power in the grocery industry. It’s why all those committee meetings were necessary; it’s why the food retailing industry was able to agree only, in the end, when the technical geeks on the committees were replaced by their bosses’ bosses, the chief executives. The stakes were that high.

			Part of the difficulty was getting everyone to move forward on a system that didn’t really work without a critical mass of adopters. It was expensive to install scanners. It was expensive to redesign packaging with bar codes: bear in mind that at the time Miller Brewing Company was still issuing labels for its bottles on a 1908 printing press.6 The retailers didn’t want to install scanners until the manufacturers had put bar codes on their products; the manufacturers didn’t want to put bar codes on their products until the retailers had installed enough scanners.

			But over time it became apparent that the bar code was changing the tilt of the playing field in favor of a certain kind of retailer. For a small, family-run convenience store, the bar code scanner was an expensive solution to problems the store didn’t really have. But big-box supermarkets could spread the cost of the scanners across many more sales. Such stores value shorter lines at the checkout. They need to keep track of inventory. With a manual checkout, a shop assistant might charge a customer for a product, then slip the cash into her pocket without registering the sale. With a bar code and scanner system, such behavior can be pretty conspicuous. And in the 1970s, a time of high inflation in America, bar codes let supermarkets change the price of products by sticking a new price tag on the shelf rather than on each item.

			It’s hardly surprising that as the bar code spread across retailing in the 1970s and 1980s, big-box retailers also expanded. The scanner data underpinned customer databases and loyalty cards. By tracking and automating inventory, it made just-in-time deliveries more attractive and lowered the cost of having a wide variety of products. Shops in general, and supermarkets in particular, started to generalize—selling flowers, clothes, and electronic products. Running a huge, diversified, logistically complex operation was all so much easier in the world of the bar code.7

			Perhaps the ultimate expression of that fact came in 1988—when the discount department store Walmart decided to start selling food. It is now the largest grocery chain in America—and by far the largest general retailer on the planet, about as large as its five closest rivals combined.8 Walmart was an early adopter of the bar code and has continued to invest in cutting-edge computer-driven logistics and inventory management.9

			Walmart is now a major gateway between Chinese manufacturers and American consumers. Walmart’s embrace of technology helped it grow to a vast scale, and its vast scale means that it can send buyers to China and commission cheap products in bulk. From a Chinese manufacturer’s perspective, it can justify setting up an entire production line for just one customer—as long as that customer is Walmart.10

			Geeks rightly celebrate Joseph Woodland’s moment of inspiration as he pulled his fingers through the sand—or the perspiration of IBM’s George Laurer as he perfected the bar code as we know it. But the bar code isn’t just a way to do business more efficiently; it also changes what kind of business can be efficient.

			Yes, those distinctive black and white stripes are a neat little piece of engineering. But that neat little piece of engineering has changed how the world economy fits together.

		

	
		
			19.

			The Cold Chain

			Crazier than a half dozen opium-smoking frogs.” That’s how one observer described General Jorge Ubico.1 The general, who was president of Guatemala from 1931 to 1944, liked to dress up as Napoleon Bonaparte. He may even have believed himself to be Napoleon Bonaparte reincarnate.

			Like many other twentieth-century Latin American dictators, crazy General Ubico had a cozy relationship with the United Fruit Company. It became known as “El Polpo,” the octopus, because its tentacles reached everywhere. Ubico passed a law forcing indigenous Guatemalans to work for landowners—which is to say the United Fruit Company. The company owned most of Guatemala’s arable land. And it left most of it lying fallow, just in case it might need it in future. The company claimed the land was worth next to nothing, so it shouldn’t have to pay much tax on it. Ubico agreed.

			But then Ubico was overthrown. An idealistic young soldier, Jacobo Árbenz, later rose to power. And he called El Polpo’s bluff. If the land was worth so little, he argued, the state would buy it and let peasants farm it. The United Fruit Company didn’t like this idea. The company lobbied the U.S. government, employing a PR agency to portray Árbenz as a dangerous communist. The CIA got involved. In 1954, Árbenz was ousted in a coup, stripped to his underwear, and bundled onto a flight to peripatetic exile. One of his daughters eventually killed herself. He drank himself into oblivion and died with a bottle of whiskey in his bathtub. Guatemala descended into a civil war that lasted for thirty-six years.2

			There’s a name for poor countries with crazy dictators propped up by cynical foreign money: banana republics.3 Guatemala’s woes were intimately bound up with its chief export: bananas. But without the invention of yet another system, Guatemalan politics—and Western diets—would look very different. That system is called the “cold chain.”

			One of the cofounders of the United Fruit Company, long before the cold chain existed, was a man named Lorenzo Dow Baker. He started off as a sailor. In 1870, he’d just ferried some gold prospectors up Venezuela’s Orinoco River, and his boat sprang a leak on the way home to New England, so he docked in Jamaica for repairs. He had money in his pocket and he liked to gamble—so he bought bananas, backing himself to get them home before they spoiled. He managed it, just, sold them for a healthy profit, and went back for more. Bananas became a delicacy in port cities such as Boston and New York. Ladies ate them with a knife and fork, to avoid any embarrassing sexual connotations.

			But bananas were a risky business. Their shelf life was right on the cusp of the sailing time; when they arrived in port, they were too ripe to survive the onward journey inland.4 If only you could keep them cool en route, they would ripen more slowly and could reach a bigger market once they arrived in the United States.

			Bananas weren’t the only foodstuff prompting interest in refrigerating ships. Two years before Baker’s first journey from Jamaica, Argentina’s government offered a prize to anyone who could keep its beef cold enough for long enough to export it overseas without spoiling. Packing ships with ice had led to costly failures. For a century, scientists had known that you could make artificial cold by compressing some gases into liquids, then letting the liquid absorb heat as it evaporated. But commercially successful applications remained elusive. In 1876, Charles Tellier, a French engineer, fitted up a ship, Le Frigorifique, with a refrigeration system, packed it with meat, and sailed it from France to Buenos Aires as proof of concept: after 105 days at sea, the meat arrived still fit to eat.

			La Liberté, an Argentinian newspaper, rejoiced: “Hurray, Hurray a thousand times for the revolutions of science and capital”; Argentinian beef exports could begin.5 By 1902, there were 460 refrigerated ships—or “reefers”—plying the world’s seas, carrying a million tons of Argentina’s beef, El Polpo’s bananas, and much else besides.6

			Meanwhile, in Cincinnati, a young African American boy was facing up to life as an orphan. He dropped out of school at age twelve, got a job sweeping the floor at a garage, and learned how to repair cars. His name was Frederick McKinley Jones, and he grew up to be a prolific inventor. By 1938 he was working as a sound system engineer, and a friend of his boss’s—who, like Malcom McLean, ran a trucking business—complained about the difficulties of transporting perishable goods by land. Reefers’ refrigeration units couldn’t cope with the vibrations of road travel, so you still had to pack your trucks with ice and hope you’d complete the journey before the ice melted.7 That didn’t always happen. Could the brilliant, self-taught Jones come up with a solution?

			He could. His new vibration-proof refrigeration unit led to a new company, eventually called Thermo King, which became the last link in the cold chain, the global supply system that keeps perishable goods at controlled temperatures.

			The cold chain revolutionized health care. During World War II, Jones’s portable refrigeration units preserved drugs and blood for injured soldiers. The cold chain now is how vaccines get around without going bad, at least until they reach remote parts of poor countries with unreliable power supplies—and there are new inventions on the horizon to solve that problem.8

			Above all, the cold chain revolutionized food. On a warm summer’s day—let’s say 80 degrees—fish and meat will last only a few hours; fruit will be moldy in a few days; carrots might survive for three weeks if you’re lucky. In the cold chain, fish will keep for a week, fruit for months, and root vegetables for up to a year. Freeze the food and it lasts longer still.9

			Refrigeration widened our choice of food: tropical fruits such as bananas could now reach any destination. It improved our nutrition. It enabled the rise of the supermarket: if your home has no way to keep food cold, you have to make frequent trips to the market; with a fridge and freezer at home, you can make a big shopping trip every week or two.10 And just as with the development of the TV dinner, simplifying the process of feeding a family transforms the labor market. Fewer shopping trips means housewives face fewer obstacles to becoming career women. As low-income countries get wealthier, refrigerators are among the first products people buy: in China, it took just a decade to get from a quarter of households having fridges to nearly nine in ten.11

			The cold chain is one of the pillars of the global trading system. As we’ve seen, the shipping container made long-distance commerce cheaper, quicker, and more predictable. The bar code helped huge, diverse retailers keep track of complex supply chains. The diesel engine made huge oceangoing ships amazingly efficient.

			The cold chain took all these other inventions and extended their reach to perishables. Now meat, fruit, and vegetables were subject to the economic logic of global specialization and global trade. Yes, you can grow French beans in France—but perhaps you should fly them in from Uganda. Different growing conditions mean this kind of shipping can make both economic and environmental sense. One study found it was eco-friendlier to grow tomatoes in Spain and transport them to Sweden than it was to grow them in Sweden.12 Another claimed that raising a lamb in New Zealand and shipping it to England emits less greenhouse gas than raising a lamb in England.13

			Economic logic tells us that specialization and trade will increase the value of production in the world. It doesn’t guarantee that the value will be shared fairly. Consider the state of Guatemala today. It still exports bananas—hundreds of millions of dollars’ worth.14 It grows a lot of other stuff, too: sheep and sugarcane; coffee and corn and cardamom.15 But it has the world’s fourth-highest rate of chronic malnutrition; half of its children are stunted because they don’t get enough to eat.16

			Economists still don’t fully understand why some countries grow rich while others stay poor, but most agree on the importance of institutions—things like corruption, political stability, and the rule of law. According to one recent ranking of countries’ institutions, Guatemala came a lowly 110th of 138.17 The legacy of General Ubico, the banana-driven coup, and the civil war lives on. Cold-chain technologies were designed to make bananas last longer. But banana republics, it seems, have a naturally long shelf-life.

		

	
		
			20.

			Tradable Debt and the Tally Stick

			Oxford’s Ashmolean Museum is home to art and antiquities from around the world. In the museum’s grand basement is the money gallery, where you can see coins from Rome, the Vikings, the Abbasid Caliphate in the Middle East, and from medieval Oxfordshire and Somerset.

			But while it seems obvious that the money gallery would be full of coins, most money isn’t in the form of coins at all.

			As Felix Martin points out in his book Money: The Unauthorized Biography, we tend to misunderstand money because much of our monetary history hasn’t survived in a form that could grace a museum. In fact, in 1834, the British government decided to destroy six hundred years’ worth of precious monetary artifacts. It was a decision that was to have unfortunate consequences in more ways than one.

			The artifacts in question were humble sticks of willow, about eight inches long, called Exchequer tallies. The willow was harvested along the banks of the Thames, not far from the Palace of Westminster in central London. Tallies were a way of recording debts with a system that was sublimely simple and effective. The stick would contain a record of the debt, carved into the wood. It might say, for example, “9£ 4s 4p from Fulk Basset for the farm of Wycombe.” Fulk Basset, by the way, might sound like a character from Star Wars but was in fact a bishop of London in the thirteenth century. He owed his debt to King Henry III.1

			Now comes the elegant part. The stick would be split in half, down its length from one end to the other. The debtor would retain half, called the “foil.” The creditor would retain the other half, called the “stock”—even today, British bankers use the word “stocks” to refer to debts of the British government. Because willow has a natural and distinctive grain, the two halves would match only each other.

			Of course, the English Treasury could simply have kept a record of these transactions in a ledger. But the tally stick system enabled something radical to occur. If you had a tally stick showing that Bishop Basset owed you five pounds, then unless you worried that the bishop wasn’t good for the money, the tally stick itself was worth close to five pounds in its own right. If you wanted to buy something, you might well find that the seller would be pleased to accept the tally stick as a safe and convenient form of payment.

			The tally sticks became a kind of money—and a particularly instructive kind of money, too, because the tally stick shows us clearly what money really is: it’s debt; a particular kind of debt, one that can be traded freely, circulating from person to person until it is utterly separated from Bishop Basset and a farm in Wycombe. It’s a spontaneous transformation from a narrow record of a debt to a much broader system of tradable debts.

			We don’t have a clear idea of how significant this system is, because we don’t know how widely traded tally sticks were. But we know that similar debts were traded. This happened in China about a thousand years ago, when the idea of paper money itself emerged. But it also happened more than once in living memory.

			On Monday, May 4, 1970, the Irish Independent, Ireland’s leading newspaper, published a matter-of-fact notice with a straightforward title: “Closure of Banks.” Every major bank in Ireland was closed and would remain closed until further notice. The banks were in dispute with their own employees, the employees had voted to strike, and it seemed likely that the whole business would drag on for weeks or even months.

			You might think that such news—in what was one of the world’s more advanced economies—would inspire utter panic. But the Irish remained calm. They’d been expecting trouble, so many people had been stockpiling reserves of cash. But what kept the Irish economy going was something else.

			The Irish wrote each other checks.

			Now, at first sight this makes no sense. Checks are paper-based instructions to transfer money from one bank account to another. But if both banks are closed, then the instruction to transfer money can’t be carried out. Not until the banks open, anyway. But everyone in Ireland knew that might not happen for months.

			Nevertheless, the Irish wrote one another checks. And those checks would circulate. Patrick would write a check for £20 to clear his tab at the local pub. The publican might then use that check to pay his staff or his suppliers. Patrick’s check would circulate around and around, a promise to pay £20 that couldn’t be fulfilled until the banks reopened and started clearing the backlog.

			The system was fragile. It was clearly open to abuse by people who wrote checks they knew would eventually bounce. As May dragged past, then June, then July, there was always the risk that people lost track of their own finances, too, and started unknowingly writing checks they couldn’t afford and wouldn’t be able to honor. Perhaps the biggest risk of all was that trust would start to fray, that people would simply start refusing to accept checks as payment.

			Yet the Irish kept writing one another checks. It must have helped that so much Irish business was small and local. People knew their customers. They knew who was good for the money. Word would get around about people who cheated. And the pubs and corner shops were able to vouch for the creditworthiness of their customers, which meant that checks could circulate.

			When the dispute was resolved and the banks reopened in November, more than six months after they had closed, the Irish economy was still in one piece. The only problem: the backlog of £5 billion worth of checks would take another three months to clear.

			Nor is the Irish case the only one in which checks were passed around without ever being cashed in. In the 1950s, British soldiers stationed in Hong Kong would pay their bills with checks on accounts back in England. The local merchants would circulate the checks, vouching for them with their own signatures, without any great hurry to cash them. Effectively, the Hong Kong checks—like the Irish checks, and like the tally sticks—had become a form of private money.2

			If money is simply tradable debt, then tally sticks and uncashed Irish checks weren’t some weird form of quasi-money; they were money. They were simply money in a particularly unvarnished form. Like an engine running with the cover off or a building with the scaffolding still up, the checks were the system of money with the underlying mechanism laid bare.

			Of course, we naturally think of money as those discs of metal in the Ashmolean Museum. After all, it’s the metal that survives, not the checks or the tally sticks. And one thing you can never put into a display case at a museum is a system of trust and exchange—which ultimately is what modern money is.

			Those tally sticks, by the way, met an unfortunate end. The tally stick system was finally abolished and replaced by paper ledgers in 1834 after decades of attempts to modernize. To celebrate, it was decided to burn the sticks—six centuries of irreplaceable monetary records—in a coal-fired stove in the House of Lords, rather than let parliamentary staff take them home for firewood.

			Burning a cartload or two of tally sticks in a coal-fired stove, it turns out, is a wonderful way to start a raging chimney fire. So it was that the House of Lords, then the House of Commons, and almost the entire Palace of Westminster—a building as old as the tally stick system itself—was burned to the ground. Perhaps the patron saints of monetary history were having their revenge.

		

	
		
			21.

			The Billy Bookcase

			Denver Thornton hates the Billy bookcase.1

			He runs a company called unflatpack.com. If you buy flat-pack furniture from a company such as IKEA but you’re terrified by dowels and Allen keys and cryptic instruction leaflets featuring happy cartoon men, you can get someone like Thornton to come to your house to build it for you.

			And the Billy bookcase? It’s the archetypal IKEA product. It was dreamed up in 1978 by an IKEA designer named Gillis Lundgren. He sketched it on the back of a napkin, worried that he’d forget it.2 Now there are sixty-odd million in the world, nearly one for every hundred people.3 Not bad for a humble bookcase. In fact, so ubiquitous are they, Bloomberg News uses them to compare purchasing power around the world. According to the Bloomberg Billy Bookcase Index—yes, that’s a thing—the bookcase costs the most in Egypt, just over $100; in Slovakia you can get one for less than $40.4

			Every three seconds, another Billy bookcase rolls off the production line of the Gyllensvaans Möbler factory in Kättilstorp, a tiny village in southern Sweden. The factory’s couple hundred employees never actually touch a bookshelf—their job is to tend to the machines, imported from Germany and Japan, that work ceaselessly, day and night, to cut and glue and drill and pack the various component parts of the Billy bookcase.5 In goes particleboard by the truckload, six hundred tons a day; out come ready-boxed products, stacked six by three on pallets and ready for the trucks.6

			In reception at the Gyllensvaans Möbler factory, in a frame on the wall, is a typewritten letter—the company’s very first furniture-making order from IKEA. The date of the letter: 1952.7

			IKEA was not, back then, the global behemoth it is today, with stores in dozens of countries and revenues in the tens of billions.8 The company’s founder, Ingvar Kamprad, was just seventeen when he started the business with a small gift of cash from his dad, a reward for trying hard at school despite dyslexia.9 By 1952, at age twenty-six, young Ingvar already had a hundred-page furniture catalogue, but hadn’t yet hit on the idea of flat packing. That came a few years later, as he and his company’s fourth employee—one Gillis Lundgren—were packing a car with furniture for a catalogue photoshoot. “This table takes up too much darn space,” Gillis said. “We should unscrew the legs.”10

			It was a lightbulb moment. Kamprad was already obsessed with cutting prices—so obsessed, some manufacturers had started refusing to work with him.11 And one way to keep prices low is to sell furniture in pieces rather than pay laborers to assemble it. In that sense, it may seem perverse to call in a Denver Thornton to construct your Billy bookcase—like buying ingredients at a supermarket and hiring a private chef to cook your dinner.

			That might be true if outsourcing the labor to the customer were the only consideration that made flat packs cheaper. But even bigger savings come from precisely the problem that inspired Gillis Lundgren: transport. In 2010, for instance, IKEA rethought the design of its Ektorp sofa. It made the armrests detachable. That helped halve the size of the packaging, which halved the number of trucks you need to get the sofas from factory to warehouse and warehouse to store. And that lopped a seventh off the price—more than enough to cover Denver Thornton’s labor for screwing on the armrests.12

			It’s not just furniture for which constantly questioning product design can reap dividends. Consider another IKEA icon: the Bang mug. You’ve probably had a drink from one—with yearly sales reaching 25 million, there are plenty of them knocking around.13 Its design is distinctive—wide at the top, tapering downward; a small handle, right by the rim—and it’s not motivated purely by aesthetics. IKEA changed the height of the mug when designers realized doing so would make slightly better use of the space in their supplier’s kiln in Romania.14 And by tweaking the handle design, they made the mugs stack more compactly—more than doubling the number you could fit on a pallet, and more than halving the cost of getting them from the kiln in Romania to the shelves in stores around the world.15

			It’s been a similar story with the Billy bookcase. It doesn’t look as if it’s changed much since 1978, but it does cost 30 percent less. That’s partly due to constant, tiny tweaks in both product and production method.16 But it’s also thanks to sheer economies of scale—the more of something you can commit to making, the cheaper you can get it made. Look at Gyllensvaans Möbler: compared with the 1980s, it’s making 37 times as many bookcases, yet its number of employees has only doubled.17 Of course, that’s thanks to all those German and Japanese robots. Yet a business needs confidence to sink so much money into machinery, especially when it has no other client: pretty much all Gyllensvaans Möbler does is make bookcases for IKEA.18

			Or consider, again, the Bang mug. Initially, IKEA asked a supplier to price up a million units in the first year. Then they said: What if we commit to five million a year for three years? That cut the cost by a tenth.19 Not much, perhaps, but every penny counts. Just ask the famously penny-pinching Ingvar Kamprad. In a rare interview to mark his ninetieth birthday, Kamprad claimed to be wearing clothes he’d bought at a flea market.20 He is said to fly economy and drive an old Volvo.21 This frugality may help explain why he’s the world’s eighth-richest man—although the four decades he spent living in Switzerland to avoid Swedish taxes may also have something to do with it.22

			Still, penny-pinching isn’t all it takes to succeed. Anyone can make shoddy, ugly goods by cutting corners. And anyone can make elegant, sturdy products by throwing money at them. To get as rich as Kamprad has, you have to make stuff that is both cheap and acceptably good.

			And that’s what seems to explain the enduring popularity of the Billy bookcase. “Simple, practical and timeless” is how Gillis Lundgren once described the designs he hoped to create; and the Billy is surprisingly well accepted by the type of people you might expect to be sniffy about mass-produced MDF. Sophie Donelson edits the interiors magazine House Beautiful. She told AdWeek the Billy is “unfussy” and “unfettered,” and “modern without trying too hard.”23

			Furniture designer Matthew Hilton praises an interesting quality of the Billy: anonymity.24 Interior design expert Mat Sanders agrees, declaring that IKEA is “a great place for basic you can really dress up to make feel high-end.”25 The Billy’s a bare-bones, functional bookshelf if that’s all you want from it, or it’s a blank canvas for creativity: on ikeahackers.net you’ll see it repurposed as everything from a wine rack to a room divider to a baby-changing station.26

			But business and supply-chain nerds don’t admire the Billy bookcase for its modernity or flexibility. They admire it—and IKEA in general—for relentlessly finding ways to cut costs and prices without reducing the quality of its products. That is why the Billy is a symbol of how innovation in the modern economy isn’t just about snazzy new technologies, but also boringly efficient systems. The Billy bookcase isn’t innovative in the way that the iPhone is innovative. The innovations are about working within the limits of production and logistics, finding tiny ways to shave more off the cost, all while producing something that looks inoffensive and does the job.

			And that annoys handyman Denver Thornton. “It’s just so easy and monotonous,” he says. “I prefer a challenge.”27

		

	
		
			22.

			The Elevator

			Here’s a little puzzle.

			One day, on her way to work, a woman decides that she’s going to take a mass-transit system instead of her usual method. Just before she gets on board, she looks at an app on her phone that gives her position with the exact latitude and longitude. The journey is smooth and perfectly satisfactory, despite frequent stops, and when the woman disembarks she checks her phone again. Her latitude and longitude haven’t changed at all. What’s going on?1

			The answer: The woman works in a tall office building, and rather than the stairs, she’s taken the elevator.

			We don’t tend to think of elevators as mass transportation systems, but they are: they move hundreds of millions of people every day, and China alone is installing 700,000 elevators a year.2

			The tallest building in the world, the Burj Khalifa in Dubai, has more than 3 million square feet of floor space. The brilliantly engineered Sears Tower in Chicago (now the Willis Tower) has more than 4 million.3 Imagine such skyscrapers sliced into fifty or sixty low-rise chunks, then surrounding each chunk with a parking lot and connecting all the parking lots together with roads and you’d have an office park the size of a small town. The fact that so many people can work together in huge buildings on compact sites is possible only because of the elevator.

			Or, perhaps we should say, because of the safety elevator. Elevators themselves have existed for a long time, typically using the very simple principle of a rope and a pulley. Archimedes is said to have built one in ancient Greece. In 1743, at the Palace of Versailles, Louis XV used one to clandestinely visit his mistress—or, alternatively, so that his mistress could clandestinely visit him.4 The power for King Louis’s secret love-lift was supplied by a chap in a hollow section of wall, standing ready to haul on a rope when required. Other elevators—in Hungary, in China, in Egypt—were powered by draft animals.5 Steam power went further: Matthew Boulton and James Watt, two giants of Britain’s industrial revolution, produced steam engines that ran muscular industrial elevators that hauled coal up from the mines.6 But while these elevators all worked well enough, you wouldn’t want to use them to lift people to any serious height—because, inevitably, something would go wrong. The elevator would plunge down through the shaft, loose ends of the rope flapping in the darkness, passengers screaming into oblivion. Most people can walk up five flights of stairs if they must; nobody in their right mind would want to take an elevator to such a deadly height.

			So what was crucial was designing and building an elevator that was not only safe but demonstrably and consistently safe. Such responsibility fell to a man named Elisha Otis. At the 1853 World’s Fair in New York, Otis climbed onto a platform, which was then hoisted high above a crowd of onlookers, nervy with anticipation. The entire contraption looked a little like an executioner’s scaffold. Behind Otis stood a man with an ax, which can only have added to the sense that a spectacular death was about to occur. The axman swung, severing the rope. The crowd gasped; Otis’s platform shuddered—but did not plunge. “All safe, gentlemen, all safe!” boomed Otis. The city landscape was about to be turned on its head by the man who had invented not the elevator, but the elevator brake.7

			“Turned on its head” is right—because the new, safe elevators transformed the position of the highest-status areas in the building. When the highest reaches of a six- or seven-story building were reached only by an arduous climb, they used to be the servant’s quarters, the attic for mad aunts, or the garret for struggling artists. After the invention of the elevator, the attic became the loft apartment. The garret became the penthouse.

			The elevator is best understood as part of a broader system of urban design. Without the air conditioner, modern glass skyscrapers would be uninhabitable. Without either steel or reinforced concrete, they would be unbuildable. And without the elevator, they would be inaccessible.

			Another crucial element of that system was mass public transportation: the subways and other urban transit systems that could bring large numbers of people into dense urban cores. In the quintessential high-rise center, Manhattan, elevators and the subway are symbiotic. Without the density that the skyscrapers provide, it would be hard to run a subway system efficiently; without the subway system, people would struggle to reach the skyscrapers.

			The result is a surprisingly green urban environment: more than 80 percent of Manhattanites travel to work by subway, or by bike or on foot, ten times the rate for America as a whole. A similar story can be told for high-rise cities across the planet from Singapore to Sydney. They tend to be highly desirable places to live—as witnessed by people’s willingness to pay high rents to do so. They’re creative, as measured by a high output of patents and a high rate of start-ups. They’re rich, as measured by economic output per person. And relative to rural and suburban areas, they are environmental utopias, with low rates of energy use per person and low consumption of gasoline. This minor miracle—wealth, creativity, and vitality in a modest environmental footprint—would be impossible without the elevator.8

			Yet the elevator seems unfairly underrated. We hold it to a higher standard than other forms of transport. We’re pleased if we must wait only a couple minutes for a bus or a train, but grumble if we have to wait twenty seconds for an elevator. Many people are nervous of elevators, yet they are safe—at least ten times safer than escalators.9 The elevator is a faithful servant that is too often ignored. Perhaps this is because using an elevator feels almost like being teleported: the doors close, there is a shift in the feeling of gravity, the doors open again and you’re somewhere else. There is so little sense of place that without signs and LED displays, we wouldn’t have a clue which floor we were emerging into.

			While we take the elevator for granted, it continues to evolve. The challenges of ever taller skyscrapers are being met by super-light elevator ropes and computer controllers that will allow two elevators to shuttle up and down a single shaft independently, one above the other. But often the older, simpler ideas still work: for example, making the wait for an elevator pass more quickly by putting full-length mirrors in the elevator lobby. And the elevator is naturally energy efficient because elevator cars have counterweights.10

			There’s always room for improvement, of course. The Empire State Building—still the most iconic skyscraper in the world—was recently retrofitted in a $500 million project to reduce the building’s carbon emissions. The retrofit included elevators with regenerative brakes, so that when a full car comes down or an empty car heads up, the elevator supplies power back to the building. 11

			But the truth is that the Empire State Building was always energy efficient by the simple virtue of being a densely packed vertical structure next to a subway station. One of the organizations that designed the building’s retrofit is a visionary environmental organization, the Rocky Mountain Institute (RMI)—whose super-efficient, environmentally sustainable headquarters, doubling as a showcase home for founder Amory Lovins, was built high in the Rockies, 180 miles (290 kilometers) from the nearest public transit system.12

			RMI has expanded, and staff take pains to use energy-saving technology to get to meetings: buses, electric cars, and teleconferencing. And RMI is a showcase for environmentally efficient design ideas, including high-tech window coatings, krypton-filled triple-glazing, a water-reuse system, and energy-saving heat exchanges.13

			But the elevator requires no pains to be taken at all. It’s one of the most environmentally friendly technologies, and it is on display in buildings all around us. The humble elevator is a green mode of transport that moves billions of people every year—and yet is so overlooked that it can hide in plain sight as the answer to a lateral thinking puzzle.

		

	
		
			IV

			Ideas About Ideas

			Some of the most powerful inventions are those that allow other inventions to flourish. The bar code, the cold chain, and the shipping container combined to unleash the forces of globalization. The elevator was vastly more useful when deployed alongside steel and concrete, the subway, and the air conditioner.

			But nowhere is this more true than when someone develops an idea that allows other ideas to emerge. Thomas Edison arguably did just that, inventing a process for inventing things, bringing together in Menlo Park, New Jersey, the resources needed to tinker and experiment on an industrial scale. Here’s a description from 1876:

			On the ground-floor, as you enter, is a little front-office, from which a small library is partitioned off. Next is a large square room with glass cases filled with models of his inventions. In the rear of this is the machine-shop, completely equipped, and run with a ten-horse-power engine. The upper story occupies the length and breadth of the building, 100 × 25 feet, is lighted by windows on every side, and is occupied as a laboratory. The walls are covered with shelves full of bottles containing all sorts of chemicals. Scattered through the room are tables covered with electrical instruments, telephones, phonographs, microscopes, spectroscopes, etc. In the center of the room is a rack full of galvanic batteries.1

			Equipped with his “invention factory,” Edison reckoned that he would develop “a minor invention every ten days and a big thing every six months or so.”2 It’s hard to quibble with the results: Edison’s name appears repeatedly in these pages.

			But even Edison’s invention of the invention factory itself arguably pales beside some of the other “meta-ideas” that have been developed—ideas about how ideas should be protected, how ideas should be commercialized, and how ideas should be kept secret. And the oldest idea about ideas is almost as old as the plow itself.

		

	
		
			23.

			Cuneiform

			People used to believe that the ability to write had come from the gods. The Greeks believed that Prometheus had given it to mankind as a gift. The Egyptians also thought that literacy was divine, a benefaction from baboon-faced Thoth, the god of knowledge. Mesopotamians thought the goddess Inanna had stolen it for them from Enki, the god of wisdom—although Enki wasn’t so wise that he hadn’t drunk himself insensible.1

			Scholars no longer embrace the “baboon-faced Thoth” theory of literacy. But why ancient civilizations developed writing was a mystery for a long time. Was it for religious or artistic reasons? To send messages to distant armies? The mystery deepened in 1929, when the German archaeologist Julius Jordan unearthed a vast library of clay tablets that were five thousand years old. They were far older than the samples of writing that had been found in China and Egypt and Mesoamerica, and they were written in an abstract script that became known as “cuneiform.”

			The tablets came from Uruk, a Mesopotamian settlement on the banks of the Euphrates in what is now Iraq. Uruk was small by today’s standards—with a few thousand inhabitants, it would be a large village to us. But by the standards of five thousand years ago, Uruk was huge—one of the world’s first true cities.

			“He built the town wall of ‘Uruk,’ city of sheepfolds,” proclaims the Epic of Gilgamesh, one of the earliest works of literature. “Look at its wall with its frieze like bronze! Gaze at its bastions, which none can equal!”

			But this great city had produced writing that no modern scholar could decipher. What did it say?

			Uruk posed another puzzle for archaeologists—although it seemed unrelated. The ruins of Uruk and other Mesopotamian cities were littered with little clay objects, some conical, some spherical, some cylindrical. One archaeologist quipped that they looked like suppositories. Julius Jordan himself was a little more perceptive. They were shaped, he wrote in his journal, “like the commodities of daily life: jars, loaves, and animals,” although they were stylized and standardized.2

			But what were they for? Were they baubles? Toys for children? Pieces for board games? They were the right size for that, at least. Nobody could work it out.

			Nobody, that is, until a French-born archaeologist named Denise Schmandt-Besserat. In the 1970s she catalogued similar pieces found across the region, from Turkey to Pakistan. Some of them were nine thousand years old. Schmandt-Besserat believed that the tokens had a simple purpose: correspondence counting. The tokens that were shaped like loaves could be used to count loaves. The ones shaped like jars could be used to count jars. Correspondence counting is easy: you don’t need to know how to count, you just need to look at two quantities and verify that they are the same.3

			Now, correspondence counting is older even than Uruk—the Ishango bone, found near one of the sources of the Nile in the Democratic Republic of Congo, seems to use matched tally marks on the thigh bone of a baboon for correspondence counting. It’s twenty thousand years old.

			But the Uruk tokens took things further, because they were used to keep track of counting lots of different quantities and could be used both to add and to subtract. Uruk, remember, was a great city. In such a city, one cannot live hand to mouth. People were starting to specialize. There was a priesthood; there were craftsmen. Food needed to be gathered from the surrounding countryside. An urban economy required trading, and planning, and taxation, too. So picture the world’s first accountants, sitting at the door of the temple storehouse, using the little loaf tokens to count as the sacks of grain arrive and leave.

			Denise Schmandt-Besserat pointed out something else—something rather revolutionary. Those abstract marks on the cuneiform tablets? They matched the tokens. Everyone else had missed the resemblance because the writing didn’t seem to be a picture of anything; it seemed abstract.

			But Schmandt-Besserat realized what had happened. The tablets had been used to record the back-and-forth of the tokens, which themselves were recording the back-and-forth of the sheep, the grain, and the jars of honey. In fact, it may be that the first such tablets were impressions of the tokens themselves, pressing the hard clay baubles into the soft clay tablet.

			Then those ancient accountants realized it might be simpler to make the marks with a stylus. So cuneiform writing was a stylized picture of an impression of a token representing a commodity. No wonder nobody had made the connection before Schmandt-Besserat. And so she solved both problems at once. Those clay tablets, adorned with the world’s first abstract writing? They weren’t being used for poetry, or to send messages to far-off lands. They were used to create the world’s first accounts.

			The world’s first written contracts, too—since there is just a small leap between a record of what has been paid and a record of a future obligation to pay. The combination of the tokens and the clay cuneiform writing led to a brilliant verification device: a hollow clay ball called a bulla. On the outside of the bulla, the parties to a contract could write down the details. On the inside of the bulla would be the tokens representing the deal. The writing on the outside and the tokens inside the clay ball verified each other.

			We don’t know who the parties to such agreements might have been; whether they were religious tithes to the temple, taxes, or private debts is unclear. But such records were the purchase orders and the receipts that made life in a complex city society possible.

			This is a big deal. Many financial transactions are based on explicit written contracts such as insurance, bank accounts, publicly traded shares, index funds, and paper money itself. Written contracts are the lifeblood of modern economic activity—and the bullas of Mesopotamia are the very first archaeological evidence that written contracts existed.

			Uruk’s accountants provided us with another innovation, too. At first, the system for recording five sheep would simply require five separate sheep impressions. But that was cumbersome. A superior system involved using an abstract symbol for different numbers—five strokes for 5, a circle for 10, two circles and three strokes for 23. The numbers were always used to refer to a quantity of something: there was no “ten”—only ten sheep. But the numerical system was powerful enough to express large quantities—hundreds, even thousands. One demand for war reparations, 4,400 years old, is for 4.5 trillion liters of barley grain, or 8.64 million guru. It was an unpayable bill—600 times the annual U.S. production of barley today. But it was an impressively big number. It was also the world’s first written evidence of compound interest.4 But that is a tale for another time.

			Writing, arithmetic, a number system, accountancy, compound interest, contracts: all in all, this is quite a set of achievements. The citizens of Uruk faced a huge problem, one that is fundamental to any modern economy—the problem of dealing with a web of obligations and long-range plans among people who did not know one another well, who might perhaps never even meet. Solving that problem meant producing a string of brilliant innovations: not only the first accounts and the first contracts, but the first mathematics and even the first writing.

			Writing wasn’t a gift from Prometheus or Thoth. It was a tool that was developed by mortals, and for a very clear reason: to run their economy.
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			Public-Key Cryptography

			Two graduate students stood silently next to a lectern, listening as their professor presented their work to a conference. This wasn’t the done thing: usually, the students themselves would get to bask in the glory. And they’d wanted to, just a couple days previously. But their families talked them out of it. It wasn’t worth the risk.

			A few weeks earlier, the Stanford researchers had received an unsettling letter from a shadowy agency of the United States government. If they publicly discussed their findings, the letter said, that would be deemed legally equivalent to exporting nuclear arms to a hostile foreign power. Stanford’s lawyer said he thought they could defend any case by citing the First Amendment’s protection of free speech. But the university could cover the legal costs only for professors. That’s why the students’ families persuaded them to keep silent.1

			What was this information that U.S. spooks considered so dangerous? Were the students proposing to read out the genetic code of smallpox or lift the lid on some shocking conspiracy involving the president? No: they were planning to give the humdrum-sounding International Symposium on Information Theory an update on their work on public-key cryptography.

			The year was 1977. If the government agency had been successful in its attempts to silence academic cryptographers, it might have prevented the Internet as we know it.

			To be fair, that wasn’t what the agency had in mind. The World Wide Web was years away. And the agency’s head, Admiral Bobby Ray Inman, was genuinely puzzled about the academics’ motives. In his experience, cryptography—the study of sending secret messages—was of practical use only for spies and criminals. Three decades earlier, other brilliant academics had helped win the war by breaking the Enigma code, enabling the Allies to read secret Nazi communications. Now Stanford researchers were freely disseminating information that might help adversaries in future wars encode their messages in ways the United States couldn’t crack. To Inman, it seemed perverse.

			His concern was reasonable: throughout history, the development of cryptography has indeed been driven by conflict. Two thousand years ago, Julius Caesar sent encrypted messages to far-flung outposts of the Roman Empire—he’d arrange in advance that recipients should simply shift the alphabet by some predetermined number of characters.2 So, for instance, “jowbef Csjubjo,” if you substitute each letter with the one before it in the alphabet, would read “invade Britain.”

			That kind of cypher wouldn’t have taken the Enigma codebreakers long to crack, and encryption is typically now numerical: first, convert the letters into numbers; then perform some complicated mathematics on them. Still, the message recipient needs to know how to unscramble the numbers by performing the same mathematics in reverse. That’s known as symmetrical encryption. It’s like securing a message with a padlock, having first given the recipient a key.

			The Stanford researchers were interested in whether encryption could be asymmetrical. Might there be a way to send an encrypted message to someone you’d never met before, someone you didn’t even know—and be confident that they, and only they, would be able to decode it?

			It sounds impossible, and before 1976 most experts would have said it was.3 Then came the publication of a breakthrough paper by Whitfield Diffie and Martin Hellman; it was Hellman who, a year later, would defy the threat of prosecution by presenting his students’ paper. That same year, three researchers at MIT—Ron Rivest, Adi Shamir, and Leonard Adleman—turned the Diffie-Hellman theory into a practical technique. It’s called RSA encryption, after their surnames.*

			What these academics realized was that some mathematics are a lot easier to perform in one direction than another. Take a very large prime number—one that’s not divisible by anything other than itself. Then take another. Multiply them together. That’s simple enough, and it gives you a very, very large semiprime number. That’s a number that’s divisible only by two prime numbers.

			Now challenge someone else to take that semiprime number and figure out which two prime numbers were multiplied together to produce it. That, it turns out, is exceptionally hard.

			Public-key cryptography works by exploiting this difference. In effect, an individual publishes his semiprime number—his public key—for anyone to see. And the RSA algorithm allows others to encrypt messages with that number, in such a way that they can be decrypted only by someone who knows the two prime numbers that produced it. It’s as if you could distribute open padlocks for the use of anyone who wants to send you a message—padlocks only you can then unlock. They don’t need to have your private key to protect the message and send it to you; they just need to snap one of your padlocks shut around it.

			In theory, someone could pick your padlock by figuring out the right combination of prime numbers. But it takes unfeasible amounts of computing power. In the early 2000s, RSA Laboratories published some semiprimes and offered cash prizes to anyone who could figure out the primes that produced them. Someone did scoop a $20,000 reward—but only after getting eighty computers to work on the number nonstop for five months. Larger prizes for longer numbers went unclaimed.4

			No wonder Admiral Inman fretted about this knowledge reaching America’s enemies. But Professor Hellman had understood something the spy chief had not.5 The world was changing. Electronic communication would become more important. And many private-sector transactions would be impossible if there was no way for citizens to communicate securely.

			Professor Hellman was right, and you demonstrate it every time you send a confidential work e-mail, or buy something online, or use a banking app, or visit any website that starts with “https.” Without public-key cryptography, anyone at all would be able to read your messages, see your passwords, and copy your credit card details. Public-key cryptography also enables websites to prove their authenticity—without it, there’d be many more phishing scams. The Internet would be a very different place, and far less economically useful. Secure messages aren’t just for secret agents anymore: they’re part of the everyday business of making your online shopping secure.

			To his credit, the spy chief soon came to appreciate that the professor had a point. He didn’t follow through on the threat to prosecute. Indeed, the two developed an unlikely friendship.6 But then, Admiral Inman was right, too—public-key cryptography really did complicate his job. Encryption is just as useful to drug dealers, child pornographers, and terrorists as it is to you and me when we pay for some printer ink on eBay. From a government perspective, perhaps the ideal situation would be if encryption couldn’t be easily cracked by ordinary folk or criminals—thereby securing the Internet’s economic advantages—but government could still see everything that’s going on. The agency Inman headed was called the National Security Agency, or NSA. In 2013, Edward Snowden released secret documents showing just how the NSA was pursuing that goal.

			The debate Snowden started rumbles on. If we can’t restrict encryption only to the good guys, what powers should the state have to snoop—and with what safeguards?

			Meanwhile, another technology threatens to make public-key cryptography altogether useless. That technology is quantum computing. By exploiting the strange ways in which matter behaves at a quantum level, quantum computers could potentially perform some kinds of calculation orders of magnitude more quickly than regular computers. One of those calculations is taking a large semiprime number and figuring out which two prime numbers you’d have to multiply to get it. If that becomes easy, the Internet becomes an open book.7

			Quantum computing is still in its early days. But forty years after Diffie and Hellman laid the groundwork for Internet security, academic cryptographers are now racing to maintain it.
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			Double-Entry Bookkeeping

			In 1495 or thereabouts, Leonardo da Vinci, the genius’s genius, noted a list of things to do in one of his famous notebooks. His to-do lists, written in mirror writing and interspersed with sketches, are magnificent. “Find a master of hydraulics and get him to tell you how to repair a lock, canal, and mill in the Lombard manner.” “Ask the Florentine merchant Benedetto Portinari by what means they go on ice in Flanders.” And the deceptively brief “Draw Milan.”1

			This list included the entry: “Learn multiplication from the root from Maestro Luca.”2 Leonardo was a big fan of Maestro Luca, better known today as Luca Pacioli.3 Pacioli was, appropriately enough, a renaissance man—educated for a life in commerce, he was also a conjuror, a master of chess, a lover of puzzles, a Franciscan friar, and a professor of mathematics. But today Luca Pacioli is celebrated as the most famous accountant who ever lived.

			Pacioli is often called the father of double-entry bookkeeping, but he did not invent it. The double-entry system—known in the day as bookkeeping alla veneziana, in the Venetian style—was being used two centuries earlier, at about 1300.4 The Venetians had abandoned as impractical the Roman system of writing numbers and were instead embracing Arabic numerals. They may have also taken the idea of double-entry bookkeeping from the Islamic world, or even from India, where there are tantalizing hints that double-entry bookkeeping techniques date back thousands of years.5 Or it may have been a local Venetian invention, repurposing the new Arabic mathematics for commercial purposes.

			The double-entry system records each transaction more than once and employs a system of cross-checks. It’s a sophisticated and complex method. Before this Venetian style caught on, accounts were rather basic. An early medieval merchant was little more than a traveling salesman. He had no need to keep accounts—he could simply check whether his purse was full or empty. A feudal estate needed to keep track of expenses, but the system was rudimentary. Someone would be charged to take care of a particular part of the estate and would give a verbal “account” of how things were going and what expenses had been incurred. This account would be heard by witnesses—the “auditors,” literally “those who hear.” In English the very language of accountancy harks back to a purely oral tradition.6 The Chinese had written accounts, but they focused more on the problem of running a bureaucracy than running a business—in particular, they weren’t up to the problem of dealing with borrowing and lending.7

			But as the commercial enterprises of the Italian city-states grew larger, more complex, and more dependent on financial instruments such as loans and currency trades, the need for a more careful reckoning became painfully clear. We have a remarkable record of the business affairs of Francesco di Marco Datini, a merchant from Prato, near Florence. Datini kept accounts for nearly half a century, from 1366 to 1410. They start as little more than a financial diary, but as Datini’s business grows more complex, he needs something more sophisticated.

			For example, late in 1394 Datini orders wool from Mallorca, off the coast of Spain. Six months later the sheep are shorn; several months after that, twenty-nine sacks of wool arrive in Pisa, via Barcelona. The wool is coiled into thirty-nine bales. Twenty-one go to a customer in Florence. Eighteen go to Datini’s warehouse—arriving in 1396, more than a year after the initial order. There they are beaten, greased, combed, spun, teaseled, dyed, pressed, and folded by more than a hundred separate subcontractors. The final product—six long cloths—goes back to Mallorca via Venice, but they don’t sell in Mallorca and so are hawked in Valencia and North Africa. The last cloth is sold in 1398, nearly four years after Datini originally ordered the wool.8

			No wonder Datini was so anxious and insistent on absolute clarity about inventory, assets, and liabilities. He berated one befuddled associate, “You cannot see a crow in a bowlful of milk!” and declared to another, “You could lose your way from your nose to your mouth!” But Datini himself did not get lost in a tangle of his own financial affairs, because a decade before ordering the wool he began using the state-of-the-art system of bookkeeping alla veneziana.9

			So what, a century later, did the much-lauded Luca Pacioli add to the discipline of bookkeeping? Quite simply, in 1494, he wrote the book.10 And what a book it was: Summa de arithmetica, geometria, proportioni et proportionalita was an enormous survey of everything that was known about mathematics—615 large and densely typeset pages. Amid this colossal textbook, Pacioli included twenty-seven pages that are regarded by many as the most influential work in the history of capitalism. It was the first description of double-entry bookkeeping to be set out clearly, in detail, and with plenty of examples.

			Amid the geometry and the arithmetic, it’s a practical guide. Pacioli knew that his readers might be doing business from Antwerp to Barcelona, facing different customs and measurements in each city. “If you cannot be a good accountant,” he warns, “you will grope your way forward like a blind man and may meet great losses.”

			Pacioli’s book was sped on its way by a new technology: half a century after Gutenberg developed the movable-type printing press, Venice was a center of the printing industry.11 Pacioli enjoyed a long print run of two thousand copies, and his book was widely translated, imitated, and plagiarized across Europe.

			Double-entry bookkeeping was slow to catch on, perhaps because it was technically demanding and unnecessary for simple businesses. But after Pacioli it was always regarded as the pinnacle of the art. And as the industrial revolution unfolded, the ideas that Pacioli had set out came to be viewed as an essential part of business life; the system used across the world today is essentially the one that Pacioli described.

			But what was that system? In essence, Pacioli’s system has two key elements. First, he describes a method for taking an inventory and then keeping on top of day-to-day transactions using two books—a rough memorandum and a tidier, more organized journal. Second, he uses a third book—the ledger—as the foundation of the system, the double entries themselves. Every transaction was recorded twice in the ledger: if you sell cloth for a ducat, say, you must account for both the cloth and the ducat. The double-entry system helps catch errors, because every entry should be balanced by a counterpart. And this balance, this symmetry, seems almost divine—appealingly enough for a renaissance mathematician.12

			It was during the industrial revolution that double-entry bookkeeping became seen not just as an exercise for mathematical perfectionists, but as a tool to guide practical business decisions. One of the first to see this was Josiah Wedgwood, the pottery entrepreneur. At first, Wedgwood, flush with success and fat profit margins, didn’t bother with detailed accounts. But in 1772, Europe faced a severe recession and the demand for Wedgwood’s ornate crockery collapsed. His warehouses began to fill with unsold stock; his workers stood idle. How should he respond?

			Faced with this crisis, Wedgwood turned to double-entry bookkeeping to understand which elements of his business were profitable and how to develop them. He realized how much each piece of work was costing him to produce—a deceptively simple-sounding question—and calculated that he would make more money if he actually expanded production, despite the unsold stock. This would reduce the cost of each piece of pottery and allow him to cut prices and win new customers. Other merchants followed Wedgwood’s use of accounts as an aid to decision-making, and the discipline of “management accounting” was born—an ever-growing system of metrics and benchmarks and targets that has led us inexorably to the modern world.13

			But in that modern world, accounting does have one more role. It’s not just about making sure that basic obligations are fulfilled, as with a list of credits and debts—nor about a Venetian merchant keeping tabs on his affairs, nor even a pottery magnate trying to get on top of his costs. It’s about ensuring that shareholders in a business receive a fair share of corporate profits—when only the accountants can say what those profits really are.

			And here the track record is not encouraging. A string of twenty-first-century scandals—Enron, WorldCom, Parmalat, and of course the financial crisis of 2008—have shown that audited accounts do not completely protect investors. A business may, through fraud or mismanagement, be on the verge of collapse. Yet we cannot guarantee that the accounts will warn us of this.14

			Accounting fraud is not a new game. Among the first companies to require major capital investment were the railways: they needed to raise large sums to lay tracks long before they could hope to make a penny in profit. Unfortunately, not everyone got as rich as Cornelius Vanderbilt from these long-range investments. Britain in the 1830s and 1840s experienced “railway mania.” Many speculators plowed their savings into proposed new routes that never delivered the promised financial returns—or in some cases that were never built at all. When the railway company in question could not pay the expected dividends, they kept the bubble inflated by simply faking their accounts. As a physical investment the railways were a triumph, but as a financial punt they were often a disaster. The bubble in railway stocks and bonds had collapsed in ignominy by 1850.15

			Perhaps the railway investors should have read up on their Geoffrey Chaucer, writing around the same time as Francesco Datini, the merchant of Prato. In Chaucer’s “Shipman’s Tale,” a rich merchant is too tied up with his accounts to notice that his wife is being wooed by a clergyman. Nor do those accounts rescue him from an audacious con: the clergyman borrows the merchant’s money, gives it to the merchant’s wife—thus buying his way into her bed with her own husband’s cash—and then tells the merchant he’s repaid the debt and to ask his wife where the money is.

			Accountancy is a powerful financial technology. It underpins much of the modern financial world: taxation, debt and equity markets, and modern management all rely on it. Yet it does not protect us from outright fraud, and it may well lure us into complacency. As the neglected wife tells her rich husband, his nose buried in his accounts: “The devil take all such reckonings!”16
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			Limited Liability Companies

			Nicholas Murray Butler was one of the thinkers of his age: a philosopher, Nobel Peace Prize winner, and president of Columbia University. In 1911, someone asked Butler to name the most important invention of the industrial era. Steam, perhaps? Electricity?

			No, he said: They would both “be reduced to comparative impotence” without something else—something he called “the greatest single discovery of modern times.”1 That something? The limited liability corporation.

			It seems odd to say the corporation was “discovered.” But corporations didn’t just appear from nowhere. The word “incorporate” means take on bodily form—not a physical body, but a legal one. In the law’s eyes, a corporation is something different from the people who own it, or run it, or work for it. And that’s a concept lawmakers had to dream up. Without laws giving a corporation certain powers—to own assets, for example, or to enter into contracts—the word would be meaningless.

			There were precursors to modern corporations in ancient Rome,2 but the direct ancestor of today’s corporations was born in England, on New Year’s Eve, in 1600. Back then, creating a corporation didn’t simply involve filing some routine forms—you needed a royal charter. And you couldn’t incorporate with the general aim of doing business and making profits. A corporation’s charter specifically said what it was allowed to do and often also stipulated that nobody else was allowed to do it.

			The legal body created that New Year’s Eve was charged with handling all of England’s shipping trade east of the Cape of Good Hope, near the southern tip of Africa. Its shareholders were 218 merchants. Crucially, and unusually, the charter granted those merchants limited liability for the company’s actions.

			Why was that so important? Because otherwise, investors were personally liable for everything the business did. If you partnered in a business that ran up debts it couldn’t pay, its debtors could come after you—not just for the value of your investment, but for everything you owned.

			That’s worth thinking about: Whose business might you be willing to invest in, if you knew that it could lose you your home and even land you in prison? Perhaps a close family member’s; or at a push, a trusted friend’s. Someone you knew well enough, and saw often enough, to notice if they were behaving suspiciously. The way we invest today—buying shares in companies whose managers we will never meet—would be unthinkable without limited liability. And that would severely limit the amount of capital a business venture could raise.

			Back in the 1500s, perhaps that wasn’t much of a problem. Most business was local, and personal. But handling England’s trade with half the world was a weighty undertaking. The corporation Queen Elizabeth created was called the East India Company. Over the next two centuries, it grew to look less like a trading business and more like a colonial government. At its peak, it ruled 90 million Indians. It employed an army of 200,000 soldiers. It had a meritocratic civil service. It even issued its own coins.

			And the idea of limited liability caught on. In 1811, New York State introduced it—not as an exclusive privilege, but for any manufacturing company. Other states and countries followed, including the world’s leading economy, Britain, in 1854.

			Not everyone approved: The Economist magazine was sniffy, pointing out that if people wanted limited liability, they could agree to it through private contracts.

			As we’ve seen, nineteenth-century industrial technologies such as railways and electricity grids needed capital—lots of capital. And that meant either massive government projects—not fashionable in the nineteenth century—or limited liability companies.

			And limited liability companies proved their worth. By 1926, The Economist was gushing that the unknown inventors of limited liability deserved “a place of honor with Watt, Stephenson and other pioneers of the industrial revolution.”3

			But as the railway mania demonstrated, the limited liability corporation has its problems.4 One of them was obvious to the father of modern economic thought, Adam Smith. In The Wealth of Nations, in 1776, Smith dismissed the idea that professional managers would do a good job of looking after shareholders’ money: “It cannot well be expected that they should watch over it with the same anxious vigilance with which partners in a private copartnery frequently watch over their own.”5

			In principle, Smith was right. There’s always a temptation for managers to play fast and loose with investors’ money. We’ve evolved corporate governance laws to try to protect shareholders, but as we’ve seen, they haven’t always succeeded.

			And corporate governance laws generate their own tensions. Consider the fashionable idea of “corporate social responsibility,” where a company might donate to charity or decide to embrace labor or environmental standards above what the law demands. In some cases, that’s smart brand-building, and it pays off in higher sales. In others, perhaps, managers are using shareholders’ money to buy social status or avoid the inconvenience of being personally targeted by protesters. For that reason, the economist Milton Friedman argued that “the social responsibility of business is to maximize its profits.” If it’s legal, and it makes money, they should do it. And if people don’t like it, don’t blame the company—change the law.6

			The trouble is that companies can influence the law, too. They can fund lobbyists. They can donate to electoral candidates’ campaigns. The East India Company quickly learned the value of maintaining cozy relationships with British politicians, who duly bailed it out whenever it got into trouble. In 1770, for instance, a famine in Bengal clobbered the company’s revenue. British legislators saved it from bankruptcy by exempting it from tariffs on tea exports to the American colonies. Which was, perhaps, shortsighted on their part: it eventually led to the Boston Tea Party, and the American Declaration of Independence.7 You could say the United States owes its existence to excessive corporate influence on politicians.

			Arguably, corporate power is even greater today, for a simple reason: in a global economy, corporations can threaten to move offshore. The shipping container and the bar code have underpinned global supply chains, giving companies the ability to locate key functions wherever they wish. When Britain’s lawmakers eventually grew tired of the East India Company’s demands, they had the ultimate sanction: in 1874, they revoked its charter. A government dealing with a modern multinational must exercise influence far more carefully than that.

			We often think of ourselves as living in a world where free-market capitalism is the dominant force. Few want a return to the command economies of Mao or Stalin, where hierarchies, not markets, decided what to produce. Yet hierarchies, not markets, are exactly how decisions are taken within companies. When marketing analysts or accounts payable clerks make decisions, they’re not doing so because the price of soybeans has risen. They’re following orders from the boss. In the United States, bastion of free-market capitalism, about half of all private-sector employees work for companies with a payroll of at least five hundred.8

			Some argue that companies have grown too big, too influential. In 2016, Pew Research asked Americans if they thought the economic system is “generally fair” or “unfairly favors powerful interests.” By two to one, unfair won.9 Even The Economist worries that regulators are now too timid about exposing market-dominating companies to a blast of healthy competition.10

			So there’s plenty to worry about. But while we worry, let’s also remember what the limited liability company has done for us. By helping investors pool their capital without taking unacceptable risks, it enabled big industrial projects, stock markets, and index funds. It played a foundational role in creating the modern economy.
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			Management Consulting

			The place: a textile plant near Mumbai, India. The time: 2008. The scene? Chaos. Rubbish is piled up outside the building—and almost as much inside. There are piles of flammable junk and uncovered containers of chemicals. The yarn is scarcely neater: it is at least bundled up and protected in white plastic bags, but the inventory is scattered around the plant in unmarked piles.1

			Such shambolic conditions are typical in the Indian textile industry, and that presents an opportunity. Researchers from Stanford University and the World Bank are about to conduct a novel experiment: They’re going to send in a team of management consultants to tidy up some of these companies, but not others. Then they’ll track what happens to these companies’ profits. This will be a rigorous, randomized controlled trial. It will conclusively tell us: Are management consultants worth their fees?2

			That question has often been raised over the years, with a skeptical tone. If managers often have a bad reputation, what should we make of the people who tell managers how to manage? Picture a management consultant: What comes to mind? Perhaps a young, sharp-suited graduate, earnestly gesturing to a bulleted PowerPoint presentation that reads something like “holistically envisioneer client-centric deliverables.”

			Okay, I got that from an online random buzzword generator.3 But you get the idea. The industry battles a stereotype of charging exorbitant fees for advice that, on close inspection, turns out to be either meaningless or common sense. Managers who bring in consultants are often accused of being blinded by jargon, implicitly admitting their own incompetence, or seeking someone else to blame for unpopular decisions.

			Still, it’s big business. The year after Stanford and the World Bank started their Indian study, the British government alone spent well over $2 billion on management consultants.4 Globally, consulting firms charge their clients a total of about $125 billion.5

			Where did this strange industry begin?

			There’s a noble way to frame its origins: economic change creates a new challenge, and visionary men of business provide a solution. In the late nineteenth century, the U.S. economy was expanding fast, and thanks to the railway and telegraph, it was also integrating, becoming more of a national market and less of a collection of local ones. Company owners began to realize that there were huge rewards to be had for companies that could bestride this new national stage. So began an unprecedented wave of mergers and consolidations; companies swallowed each other up, creating giant household names: U.S. Steel, General Electric, Heinz, AT&T. Some employed more than 100,000 people.6 And that was the challenge: nobody had ever tried to manage such vast organizations before.

			In the late 1700s, Josiah Wedgwood had shown that double-entry bookkeeping techniques could help business owners understand where they were making money and what steps they might take to make more. But using accounts to actually manage a large corporation would require a new approach.

			Enter a young professor of accountancy by the name of James McKinsey. McKinsey’s breakthrough was a book published in 1922, with the not-entirely-thrilling title Budgetary Control. But for corporate America, Budgetary Control was revolutionary. Rather than using traditional historical accounts to provide a picture of how a business had been doing over the past year, McKinsey proposed drawing up accounts for an imaginary corporate future. These future accounts would set out a business’s plans and goals, broken down department by department. And later, when the actual accounts were drawn up, they could be compared with the plan, which could then be revised. McKinsey’s method helped managers take control, setting out a vision for the future rather than simply reviewing the past.7

			McKinsey was a big character: tall and fond of chomping cigars, ignoring his doctor’s advice. His ideas caught on with remarkable speed: by the mid-1930s, he was hiring himself out at $500 a day—about $25,000 in today’s money. And, as his own time was limited, he took on employees; if he didn’t like a report they wrote, he’d hurl it in the trash. “I have to be diplomatic with our clients,” he told them. “But I don’t have to be diplomatic with you bastards!”8

			And then, at the age of forty-eight, James McKinsey died of pneumonia. But under his lieutenant, Marvin Bower, McKinsey & Company thrived. Bower was a particular man. He insisted that each man who worked for him wear a dark suit, a starched white shirt, and, until the 1960s, a hat. McKinsey & Company, he said, was not a business but a “practice”; it didn’t take on jobs, it took on “engagements”; it was not a company, it was a “firm.” Eventually it became known simply as “The Firm.” Duff McDonald wrote a history of The Firm, arguing that its advocacy of scientific approaches to management transformed the business world.9 It acquired a reputation as perhaps the world’s most elite employer. The New Yorker once described McKinsey’s young Ivy League hires parachuting into companies around the world, “a SWAT team of business philosopher-kings.”10

			But hold on: Why don’t company owners simply employ managers who’ve studied those scientific approaches themselves? There aren’t many situations where you’d hire someone to do a job and also hire expensive consultants to advise them how to do it. What accounts for why companies like McKinsey gained such a foothold in the economy?

			Part of the explanation is surprising: government regulators cleared a niche for them. The Banking Act of 1933, known as Glass-Steagall, was a far-reaching piece of American financial legislation. Among many provisions, this legislation made it compulsory for investment banks to commission independent financial research into the deals they were brokering; fearing conflicts of interest, Glass-Steagall forbade law firms, accounting firms, and the banks themselves from conducting this work. In effect, the Glass-Steagall Act made it a legal requirement for banks to hire management consultants.11 For a follow-up, in 1956 the Justice Department banned the emerging computer giant IBM from providing advice about how to install or use computers. Another business opportunity for the management consultants.

			Minimizing conflicts of interest was a noble aim, but it hasn’t worked out well. McKinsey’s long-serving boss in the 1990s, Rajat Gupta, managed to get himself convicted and imprisoned in 2012 for insider trading.12 McKinsey also employed Enron’s Jeff Skilling, and then was paid well for advising him, before quietly fading into the background while Enron collapsed and Skilling went to jail.13

			Here’s another argument for employing management consultants: ideas on management evolve all the time, so maybe it’s worth getting outsiders in periodically for a burst of fresh thinking? Clearly that can work. But often it doesn’t. Instead, the consultants endlessly find new problems to justify their continued employment—like leeches, attaching themselves and never letting go. It’s a strategy known as “land and expand.”14 One UK government ministry recently admitted that 80 percent of its supposedly temporary consultants had been working there for more than a year—some for up to nine years.15 Needless to say, it would have been much cheaper to employ them as civil servants.

			No doubt the consultancy firms will claim that their expertise is giving the taxpayer value for money. Which brings us back to India and that randomized controlled trial. The World Bank hired the global consulting firm Accenture to put some structure into these jumbled Mumbai textile factories, instituting new routines: preventative maintenance, proper records, systematic storing of spares and inventory, and the recording of quality defects. And did it work?

			It did. Productivity jumped by 17 percent—easily enough to pay Accenture’s consulting fees.16 We shouldn’t conclude from this study that cynicism about management consulting is always misplaced. These factories were, after all, what a jargon-filled PowerPoint presentation might call “low-hanging fruit.” But it’s scientific proof of one thing, at least: As so often in life, when an idea is used simply and humbly, it can pay dividends.
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			Intellectual Property

			In January 1842, Charles Dickens arrived on American shores for the first time. He was greeted like a rock star in Boston, Massachusetts, but the great novelist was a man with a cause: he wanted to put an end to the cheap, sloppy pirated copies of his work in the United States. They circulated with impunity because the United States granted no copyright protection to noncitizens. In a bitter letter to a friend, Dickens compared the situation to being mugged and then paraded through the streets in ridiculous clothes. “Is it tolerable that besides being robbed and rifled, an author should be forced to appear in any form—in any vulgar dress—in any atrocious company . . . ?”1

			It was a powerful and melodramatic metaphor; from Charles Dickens, what else would one expect? But the truth is that the case for what Dickens was demanding—legal protection for ideas that otherwise could be freely copied and adapted—has never been quite so clear cut.

			Patents and copyright grant a monopoly, and monopolies are bad news. Dickens’s British publishers charged as much as they could get away with for copies of Bleak House; cash-strapped literature lovers simply had to go without. But these potential fat profits encourage new ideas. It took Dickens a long time to write Bleak House. If other British publishers could have ripped it off like the Americans, perhaps he wouldn’t have bothered.

			So intellectual property reflects an economic trade-off—a balancing act. If it’s too generous to the creators, then good ideas will take too long to copy, adapt, and spread. If it’s too stingy, then maybe we won’t see the good ideas at all.

			One might hope that the trade-off would be carefully weighed by benevolent technocrats, but it has always been colored by politics. The British legal system strongly protected the rights of British authors and British inventors in the 1800s because the UK was then—as it remains—a powerful force in world culture and innovation. But in Dickens’s day, American literature and American innovation were in their infancy. The U.S. economy was in full-blown copying mode: Americans wanted the cheapest possible access to the best ideas that Europe could offer. American newspapers filled their pages with brazenly stolen copy—alongside their attacks on the interfering Mr. Dickens.

			A few decades later, when American authors and inventors spoke with a more powerful voice, America’s lawmakers began to take an increasingly fond view of the idea of intellectual property. Newspapers once opposed to copyright began to rely on it. The United States finally began to respect international copyright in 1891, half a century after Dickens’s campaign.2 And a similar transition is occurring in developing countries today: the less those countries copy other ideas and the more they create of their own, the more they protect ideas themselves. There’s been a lot of movement in a brief time: China didn’t have a system of copyright at all until 1991.3

			The modern form of intellectual property originated, like so many things, in fifteenth-century Venice. Venetian patents were explicitly designed to encourage innovation. They applied consistent rules: the inventor would automatically receive a patent if the invention was useful; the patent was temporary, but while it lasted it could be sold, transferred, or even inherited; the patent would be forfeited if it wasn’t used; and the patent would be invalidated if the invention proved to be closely based on some previous idea. These are all very modern ideas.4

			And they soon created very modern problems. During the British industrial revolution, for example, the great engineer James Watt figured out a better way to design a steam engine. He spent months developing a prototype, but then put even more effort into securing a patent. His influential business partner, Matthew Boulton, even got the patent extended by lobbying Parliament.5 Boulton and Watt used it to extract licensing fees and crush rivals—among them Jonathan Hornblower, who made a superior steam engine yet found himself ruined and imprisoned.

			The details may have been grubby, but surely Watt’s famous invention was worth it? Maybe not. The economists Michele Boldrin and David Levine argue that what truly unleashed steam-powered industry was the expiration of the patent, in 1800, as rival inventors revealed the ideas they had been sitting on for years. And what happened to Boulton and Watt, once they could no longer sue those rivals? They flourished anyway. They redirected their attention from litigation toward the challenge of producing the best steam engines in the world. They kept their prices as high as ever, and their order books swelled.

			Far from incentivizing improvements in the steam engine, then, the patent actually delayed them. Yet since the days of Boulton and Watt, intellectual property protection has grown more expansive, not less. Copyright terms are growing ever longer. In the United States, copyrights originally lasted fourteen years, and were renewable once. They now last seventy years after the death of the author—typically more than a century. Patents have become broader; they’re being granted on vague ideas—for example, Amazon’s “one-click” U.S. patent protects the less-than-radical idea of buying a product on the Internet by clicking only one button. The U.S. intellectual property system now has a global reach, thanks to the inclusion of intellectual property rules in what tend to be described as “trade agreements.” And more and more things fall under the scope of “intellectual property”—for example, plants, buildings, software, and even the look and feel of a restaurant chain have all been brought into its domain.6

			These expansions are hard to justify but easy to explain: intellectual property is very valuable to its owners, which justifies the cost of employing expensive lawyers and lobbyists. Meanwhile, the costs of the restrictions are spread widely over people who barely notice it. The likes of Matthew Boulton and Charles Dickens have a strong incentive to lobby aggressively for more draconian intellectual property laws—while the disparate buyers of steam engines and Bleak House are unlikely to manage to organize a strong political campaign to object.

			The economists Boldrin and Levine have a radical response to this problem: scrap intellectual property altogether. There are, after all, other rewards for inventing things—getting a “first mover” advantage over your competitors, establishing a strong brand, or enjoying a deeper understanding of what makes a product work. In 2014, the electric car company Tesla opened up access to its patent archive in an effort to expand the industry as a whole, calculating that Tesla would benefit from that.7

			For most economists, scrapping intellectual property entirely is going too far. They point to important cases—for instance, new medicines—where the costs of invention are enormous and the costs of copying are trivial. But those economists who defend intellectual property protections still tend to agree that right now they’re too broad, too long, and too difficult to challenge. Narrower, briefer protection for authors and inventors would restore the balance and still give plenty of incentive to create new ideas.8

			Charles Dickens himself eventually discovered that there’s a financial upside to weak copyright protection. A quarter of a century after his initial visit to the United States, Dickens made another visit. Maintaining his family was ruinously expensive and he needed to make some money. And he reckoned that so many people had read cheap knock-offs of his stories that he could cash in on his fame with a lecture tour. He was absolutely right: off the backs of pirated copies of his work, Charles Dickens made a fortune as a public speaker, many millions of dollars in today’s terms.9 Perhaps the intellectual property was worth more when given away.

		

	
		
			29.

			The Compiler

			One, zero, zero, zero, one, zero, one, one. Zero, one, one . . .

			That’s the language of computers. Every clever thing your computer does—make a call, search a database, play a game—comes down to ones and zeroes. Actually, that’s not quite true. It comes down to the presence or absence of a current in tiny transistors on a semiconductor chip. The zero or one merely denotes if the current is off or on.

			Fortunately, we don’t have to program computers in zeroes and ones. Imagine how difficult that would be. Microsoft Windows, for example, takes up twenty gigabytes of space on my hard drive. That’s 170 billion ones and zeroes. Print them out and the stack of paper would be almost two and a half miles high. Now imagine you had to work through those pages, setting every transistor manually. We’ll ignore how fiddly this would be: transistors measure just billionths of a meter. If it took a second to flip each switch, installing Windows would take five thousand years.

			Early computers really did have to be programmed rather like this. Consider the Automatic Sequence Controlled Calculator, later known as the Harvard Mark I. It was a concatenation of wheels and shafts and gears and switches, measuring fifty-one feet long by eight feet high by two feet deep. It contained 530 miles of wires. It whirred away under instruction from a roll of perforated paper tape, like a player piano. If you wanted it to solve a new equation, you had to work out which switches should be on or off, which wires should be plugged in where. Then you had to flip all the switches, plug all the wires, and punch all the holes in the paper tape. Programming it was a challenge that would stretch the mind of a mathematical genius; it was also tedious, repetitive, error-prone manual labor.1

			Four decades after the Harvard Mark I, more compact and user-friendly machines such as the Commodore 64 were finding their way into schools. If you’re about my age, you may remember the childhood thrill of typing this:

			10 print “hello world”;
20 goto 10

			And, lo—“hello world” would fill the screen, in chunky, low-resolution text. You had instructed the computer in words that were recognizably, intuitively human—and the computer had understood. It seemed like a minor miracle.

			If you ask why computers have progressed so much since the Mark I, one reason is certainly the ever tinier components. But it’s also unthinkable that computers could do what they do if programmers couldn’t write software such as Windows in humanlike language and have it translated into the ones and zeroes, the currents or not-currents, that ultimately do the work.

			What began to make that possible was an early kind of computer program called a “compiler.” And the story of the compiler starts with an American woman named Grace Hopper.

			Nowadays there’s much discussion about how to get more women into careers in tech. In 1906, when Grace was born, not many people cared about gender equality in the job market. Fortunately for Grace, among those who did care was her father, a life insurance executive: he didn’t see why his daughters should get less of an education than his son. Grace went to a good school and turned out to be brilliant at mathematics. Her grandfather was a rear admiral, and her childhood dream was to join the U.S. Navy, but girls weren’t allowed. She settled for becoming a professor instead.2

			Then, in 1941, the attack on Pearl Harbor dragged America into World War II. Male talent was called away. The Navy started taking women. Grace signed up at once.

			If you’re wondering what use the Navy had for mathematicians, consider aiming a missile. At what angle and direction should you fire? The answer depends on many things: how far away the target is; the air temperature, the humidity, the speed and direction of the wind. The calculations involved aren’t complex, but they were time-consuming for a human “computer”—someone with a pen and paper.3 Perhaps there was a faster way. At the time Lieutenant (junior grade) Hopper graduated from the Naval Reserve Midshipmen’s School in 1944, the Navy was intrigued by the potential of an unwieldy contraption recently devised by Howard Aiken, a professor at Harvard. It was the Mark I. The Navy sent Hopper to help Aiken work out what it could do.

			Aiken wasn’t thrilled to have a female join the team, but soon Hopper impressed him enough that he asked her to write the operating manual. Figuring out what it should say involved plenty of trial and error. More often than not, the Mark I would grind to a halt soon after starting—and there was no user-friendly error message explaining what the problem was. Once it was because a moth had flown into the machine; that gave us the modern term “debugging.” More likely, the bug was metaphorical—a switch flipped wrongly, a mispunched hole in the paper tape. The detective work was laborious and dull.

			Hopper and her colleagues started filling notebooks with bits of tried-and-tested, reusable code. By 1951, computers had advanced enough to store these chunks—called “subroutines”—in their own memory systems. Hopper was then working for a company called Remington Rand. She tried to sell her employer on letting programmers call up these subroutines in familiar words—to say things like “subtract income tax from pay” instead of, as Hopper put it, “trying to write that in octal code or using all kinds of symbols.”4

			Hopper later claimed that “no one thought of that earlier because they weren’t as lazy as I was.”5 That’s tongue-in-cheek self-deprecation—Grace was famed for hard work. But it does have a kernel of truth: the idea Hopper called a “compiler” involved a trade-off. It made programming quicker, but the resulting programs ran more slowly. And that’s why Remington Rand wasn’t interested. Every customer had its own, bespoke requirements for its fine new computing machines. It made sense, they thought, for the company’s experts to program them as efficiently as they could.

			Hopper wasn’t discouraged: she simply wrote the first compiler in her spare time. And others loved how it helped them think more clearly. One impressed customer was an engineer, Carl Hammer, who used it to attack an equation his colleagues had struggled with for months; Hammer wrote twenty lines of code and solved it in a day.6 Like-minded programmers all over the United States started sending Hopper new chunks of code; she added them to the library for the next release. In effect, she was single-handedly pioneering open-source software.

			Grace Hopper’s compiler evolved into one of the first programming languages, COBOL; more fundamentally, it paved the way for the now familiar distinction between hardware and software. With one-of-a-kinds like the Harvard Mark I, software was hardware: no pattern of switches on the Mark I would also work on some other machine, which would be wired completely differently. But if a computer can run a compiler, it can also run any program that uses it.

			More and more layers of abstraction have since come to separate human programmers from the nitty-gritty of physical chips. And each one has taken a further step in the direction Grace Hopper realized made sense: freeing up programmer brainpower to think about concepts and algorithms, not switches and wires.

			Hopper had her own views of why colleagues resisted it, at first—and it wasn’t because they cared about making programs run more quickly. No, they enjoyed the prestige of being the only ones who could communicate with the godlike computer on behalf of the mere mortal who’d just purchased it. The “high priests,” Hopper called them.7

			Hopper thought anyone should be able to program. Now anyone can. And computers are far more useful because of it.

		

	
		
			V

			Where Do Inventions Come From?

			Many books have tried to solve the puzzle of how innovation happens. The sheer range of answers is telling. Joel Mokyr’s A Culture of Growth looks at the huge forces in the background. Mokyr emphasizes the political fragmentation of Enlightenment Europe, which left intellectuals free to move around, escaping persecution and seeking patrons. Steven Johnson’s Where Good Ideas Come From zooms in closer, looking at the networks of people who share ideas, from the coffeehouses of the 1650s to Silicon Valley today. Keith Sawyer’s Explaining Creativity looks more closely still, drawing on ideas in neuroscience and cognitive psychology. And there are countless other perspectives on the question.

			This book doesn’t focus on the question of how inventions come into being—it is more interested in the question of what inventions do to the social and economic structures that surround us. But almost in passing, we’ve already learned a lot about where inventions come from.

			There’s the demand-driven invention: we don’t know who invented the plow, but we do know that it was a response to a changing world; foraging nomads didn’t suddenly invent the technology and then take up agriculture in order to use it. Another example is barbed wire: everybody could see the need for it. Joseph Glidden produced the most practical version of many competing designs, but we know little about the details of his creative process. It seems to have been rather mundane. After all, in retrospect the design was obvious enough. Glidden just realized it first.

			On the flip side, there’s the supply-push invention. Betty Cronin worked for a company, Swanson, that had made good money supplying preserved rations to American troops in World War II. Now the company had the capacity and the technology, but it needed to find a new market: the frozen TV dinner was the result of this hunt for profits.

			There’s invention by analogy: Sergey Brin and Larry Page developed their search algorithm drawing inspiration from academic citations; Joseph Woodland developed the bar code as he dragged his fingers through sand and pondered Morse code.

			That said, the bar code itself was invented independently several times. The sticking point was the internal politics of the U.S. retailing industry. This reminds us that there’s more to an invention than the inventing of it. It wouldn’t be entirely wrong to say that Malcom McLean “invented” the shipping container, but it’s more illuminating to describe the obstacles he had to overcome in getting the system to take off.

			The truth is that even for a single invention, it’s often hard to pin down a single person who was responsible—and it’s even harder to find a “eureka” moment when the idea all came together. Many of the inventions discussed in this book have many parents; they often evolved over decades or centuries. The honest answer to the question “Where do inventions come from?” is “Almost anywhere you can imagine.”

		

	
		
			30.

			The iPhone

			On January 9, 2007, the most iconic entrepreneur on the planet announced something new—a product that was to become the most profitable in history.1

			It was, of course, the iPhone. There are many ways in which the iPhone has defined the modern economy. There is the sheer profitability of the thing, of course: only two or three companies in the world make as much money as Apple does on the iPhone alone. There is the fact that it created a new product category: the smartphone. The iPhone and its imitators represent a product that did not exist ten years ago but now is an object of desire for most of humanity. And there is the way the iPhone transformed other markets—for software, for music, and for advertising.

			But those are just the obvious facts about the iPhone. And when you delve deeper, the tale is a surprising one. We give credit to Steve Jobs and other leading figures in Apple—his early partner Steve Wozniak, his successor Tim Cook, his visionary designer Jony Ive—but some of the most important actors in this story have been forgotten.

			Ask yourself: What actually makes an iPhone an iPhone? It’s partly the cool design, the user interface, the attention to details in the way the software works and the hardware feels. But underneath the charming surface of the iPhone are some critical elements that made it, and all the other smartphones, possible.

			The economist Mariana Mazzucato has made a list of twelve key technologies that make smartphones work. One: tiny microprocessors. Two: memory chips. Three: solid state hard drives. Four: liquid crystal displays. Five: lithium-based batteries. That’s the hardware.

			Then there are the networks and the software.

			Continuing the count: Six: fast-Fourier-transform algorithms. These are clever bits of math that make it possible to swiftly turn analog signals such as sound, visible light, and radio waves into digital signals that a computer can handle.

			Seven—and you might have heard of this one: the Internet. A smartphone isn’t a smartphone without the Internet.

			Eight: HTTP and HTML, the languages and protocols that turned the hard-to-use Internet into the easy-to-access World Wide Web. Nine: cellular networks. Otherwise your smartphone not only isn’t smart, it’s not even a phone. Ten: global positioning systems, or GPS. Eleven: the touchscreen. Twelve: Siri, the voice-activated artificial-intelligence agent.2

			All of these technologies are important components of what makes an iPhone, or any smartphone, work. Some of them are not just important but indispensable. But when Mariana Mazzucato assembled this list of technologies and reviewed their history, she found something striking. The foundational figure in the development of the iPhone wasn’t Steve Jobs. It was Uncle Sam. Every single one of these twelve key technologies was supported in significant ways by governments—often the American government.

			A few of these cases are famous. Many people know, for example, that the World Wide Web owes its existence to the work of Tim Berners-Lee. He was a software engineer employed at CERN, the particle physics research center in Geneva, which is funded by governments across Europe.3 And the Internet itself started as ARPANET—an unprecedented network of computers funded by the U.S. Department of Defense in the early 1960s.4 GPS, of course, was a pure military technology, developed during the Cold War and only opened up to civilian use in the 1980s.5

			Other examples are less famous, though scarcely less important.

			The fast Fourier transform is a family of algorithms that have made it possible to move from a world where the telephone, the television, and the gramophone worked on analog signals to a world where everything is digitized and can therefore be dealt with by computers such as the iPhone. The most common such algorithm was developed from a flash of insight from the great American mathematician John Tukey. What was Tukey working on at the time? You’ve guessed it: a military application. Specifically, he was on President Kennedy’s Scientific Advisory Committee in 1963, trying to figure out how to detect when the Soviet Union was testing nuclear weapons.6

			Smartphones wouldn’t be smartphones without their touchscreens—but the inventor of the touchscreen was an engineer named E. A. Johnson, whose initial research was carried out while Johnson was employed by the Royal Radar Establishment, a stuffily named agency of the British government.7 The work was further developed at CERN—them again. Eventually multitouch technology was commercialized by researchers at the University of Delaware in the United States—Wayne Westerman and John Elias, who sold their company to Apple itself. Yet even at that late stage in the game, governments played their part: Wayne Westerman’s research fellowship was funded by the U.S. National Science Foundation and the CIA.8

			Then there’s the girl with the silicon voice, Siri.

			Back in 2000, seven years before the first iPhone, the U.S. Defense Advanced Research Projects Agency (DARPA), commissioned the Stanford Research Institute to develop a kind of proto-Siri, a virtual office assistant that might help military personnel do their jobs. Twenty universities were brought into the project, furiously working on all the different technologies necessary to make a voice-activated virtual assistant a reality. Seven years later, the research was commercialized as a start-up, Siri, Inc.—and it was only in 2010 that Apple stepped in to acquire the results for an undisclosed sum.9

			As for hard drives, lithium-ion batteries, liquid crystal displays, and semiconductors themselves—there is a similar story to be told. In each case there was scientific brilliance and plenty of private-sector entrepreneurship. But there were also wads of cash thrown at the problem by government agencies—usually U.S. government agencies, and for that matter usually some arm of the U.S. military.10 Silicon Valley itself owes a great debt to Fairchild Semiconductor—the company that developed the first commercially practical integrated circuits. And Fairchild Semiconductor, in its early days, depended on military procurement.11

			Of course, the U.S. military didn’t make the iPhone. CERN did not create Facebook or Google. These technologies that so many people rely on today were honed and commercialized by the private sector. But it was government funding and government risk-taking that made all these things possible. That’s a thought to hold on to as we ponder the technological challenges ahead in fields such as energy and biotechnology.

			Steve Jobs was a genius, there’s no denying that. One of his remarkable side projects was the animation studio Pixar—which changed the world of movies when it released the digitally animated film Toy Story.

			Even without the touchscreen and the Internet and the fast Fourier transform, Jobs might well have created something wonderful. But it would not have been a world-shaking technology like the iPhone. More likely it would have been, like Woody and Buzz, an utterly charming toy.

		

	
		
			31.

			Diesel Engines

			It was ten p.m. Rudolf Diesel had finished dinner and retired to his cabin aboard the SS Dresden, traveling from Belgium across the English Channel. His nightclothes were laid out on his bed, but Diesel did not change into them. The inventor of the engine that bears his name was thinking about his heavy debts and the interest payments that would soon come due. He couldn’t afford them. In his diary, today’s date—September 29, 1913—was marked with an ominous X.

			Before the trip, Diesel had gathered what cash he could and stuffed it into a bag, together with documents laying bare the financial mess he was in. He gave the bag to his wife, telling her not to open it until a week had passed; she seems not to have suspected anything. Diesel stepped outside his cabin. He removed his coat, folded it, and laid it neatly on the ship’s deck. He looked over the railings, at the black and swirling waters below. And he jumped.

			Or did he? While this seems the most plausible account of Rudolf Diesel’s final moments, it remains an assumption.1 Conspiracy theorists have speculated that Diesel was assisted overboard. But who might have had an interest in the impecunious inventor’s demise? Two possible candidates have been fingered. The conspiracies may well be entirely baseless; nonetheless, they help us understand the economic significance of the engine Diesel invented in 1892.

			For context, rewind another twenty years, to 1872 and industrial economies in which steam supplied the power for trains and factories but urban transport depended on horses. That autumn, equine flu brought cities in the United States to a standstill. Grocery store shelves were bare; saloons ran out of beer; garbage piled up in the streets.2 A city of half a million people might have 100,000 horses, and each one liberally coated the streets with thirty-five pounds of manure and a gallon of urine every day. An affordable, reliable, small-scale engine that could replace the horse would be a godsend.3

			The steam engine was one candidate: steam-powered cars were coming along nicely. Another was the internal combustion engine, early versions of which ran on gasoline, gas, or even gunpowder. But when Rudolf Diesel was a student, both types of engine were woefully inefficient: they converted only about 10 percent of heat into useful work.4

			The young Diesel’s life was changed by a lecture on thermodynamics at the Royal Bavarian Polytechnic of Munich that discussed the theoretical limits to the efficiency of an engine. The 10 percent efficiency achieved in practice looked very low by the standards of the lecturer’s theorems, and Diesel became obsessed with the goal of making an engine that came as close as possible to converting all heat into work. Of course, in practice perfect efficiency is impossible—but his first working engine was more than 25 percent efficient, which was more than twice as good as the state of the art at the time. Today, the best diesel engines top 50 percent.5

			Gasoline engines work by compressing a mixture of fuel and air, then igniting it using a spark plug. But compress the mixture too much and it can prematurely self-ignite, which causes destabilizing engine knock. Diesel’s invention avoids that problem by compressing only the air, and more so, making it hot enough to ignite the fuel when it’s injected. This allows the engine to be more efficient: the higher the compression, the less fuel is needed. Anyone who’s researched buying a car will be familiar with the basic trade-off of a diesel engine: they tend to be more expensive to buy but more economical to run.

			Unfortunately for Rudolf, in early versions of his engine these efficiency gains were outweighed by reliability issues. He faced a steady stream of refund demands from unhappy customers; it was this that dug the inventor into the financial hole from which he never managed to escape. It’s ironic: the inventor of one of the most straightforwardly practical machines in the modern economy was motivated by an inspiring lecture rather than by money, which is just as well, since he failed to make any.

			Still, he kept working to improve his engine, and it kept getting better. Other advantages became apparent. Diesel engines can use a heavier fuel than gasoline engines—specifically, a heavier fuel that’s become known as “diesel.” As well as being cheaper than gasoline to refine from crude oil, diesel also gives off fewer fumes, so it’s less likely to cause explosions.6 This made it particularly attractive for military transport: after all, you don’t want your bombs going off accidentally.7 By 1904, Diesel had gotten his engines into France’s submarines.8

			This brings us to the first conspiracy theory around Rudolf Diesel’s death. In 1913 Europe, the drumbeats of impending war were quickening; the cash-strapped German was en route to London. One newspaper headline luridly speculated: “Inventor Thrown into the Sea to Stop Sale of Patents to British Government.”9

			It was only after World War I that Diesel’s invention really began to realize its commercial potential, in heavier-duty transport applications than cars. The first diesel-powered trucks appear in the 1920s; trains in the 1930s; by 1939 a quarter of global sea trade was fueled by diesel. After World War II, ever more powerful and efficient diesel engines led to ever more enormous ships. Diesel’s invention, quite literally, is the engine of global trade. 10

			Fuel accounts for about 70 percent of the costs of shipping goods around the world.11 You can see why the scientist Vaclav Smil reckons that if globalization had been powered by steam, rather than diesel, trade would have grown much more slowly than it did.12

			The economist Brian Arthur isn’t so sure about that. Arthur views the rise of the internal combustion engine over the last century as an example of “path dependence”—a self-reinforcing cycle in which existing investments and infrastructure mean we keep doing things in a certain way, even if we’d do them differently if only we could start from scratch. As late as 1914, Arthur argues, steam was at least as viable as crude oil for powering cars, but the growing influence of the oil industry ensured that much more money was going into improving the internal combustion engine than the steam engine. With equal investment in research and development, who knows where breakthroughs might have happened; perhaps today we’d be driving next-generation steam-powered cars.13

			Alternatively, if Rudolf Diesel had had his way, perhaps the global economy would run on peanuts.

			Diesel’s name has become synonymous with a crude oil derivative, but he designed his engine to use a variety of fuels, from coal dust to vegetable oils. In 1900, at the Paris World’s Fair, he demonstrated a model based on peanut oil; and, as the years went by, he became something of an evangelist for the cause. In 1912, a year before his death, Diesel predicted that vegetable oils would become as important a source of fuel as petroleum products.14

			This was, no doubt, a more appealing vision for the owners of peanut farms than for the owners of oil fields—and the impetus to make it happen largely dissipated with Rudolf Diesel’s death. Hence the second conspiracy theory to inspire a speculatively sensationalist headline in a contemporary newspaper: “Murdered by Agents from Big Oil Trusts.”15

			There’s recently been a resurgence of interest in biodiesel. It’s less polluting than oil fuel, but it’s controversial—it competes for land with agriculture, pushing up food prices. In Rudolf’s era, this was less of a concern: the world’s population was much smaller, and the climate was more predictable. Rudolf was excited by the idea that his engine could help develop poor, agricultural economies. How different might the world look today if the most valuable land during the last hundred years wasn’t where you could drill for oil but where you could cultivate peanuts?

			We can only guess—just as we’ll never know what happened to Rudolf Diesel. By the time his body bobbed up alongside another boat ten days later, it was too badly decomposed for an autopsy—indeed, for the crew to be willing to take it on board at all. They extracted from Diesel’s jacket his wallet, pocketknife, and spectacles case, which his son later identified. The inventor’s body was retaken by the waves.

		

	
		
			32.

			Clocks

			In 1845, a curious feature was added to the clock on St. John’s Church in Exeter, western England: another minute hand, running fourteen minutes faster than the original.1 This was, as Trewman’s Exeter Flying Post explained, “a matter of great public convenience,” for it enabled the clock to exhibit, “as well as the correct time at Exeter, the railway time.”2

			The human sense of time has always been defined by planetary motion. We talked of “days” and “years” long before we knew that the Earth rotates on its axis and orbits the sun; from the waxing and waning of the moon, we got the idea of a month. The sun’s passage across the sky gives us terms such as “midday,” or “high noon.” Exactly when the sun reaches its highest point depends, of course, on where you’re looking from. If you happen to be in Exeter, you’ll see it about fourteen minutes after someone in London.

			Naturally, as clocks became commonplace, people set them by their local celestial observations. That was fine if you needed to coordinate only with other locals: if we both live in Exeter and say we’ll meet at 7:00 p.m., it hardly matters that in London, 200 miles away, they think it’s 7:14. But as soon as a train connects Exeter and London—stopping at multiple other towns, all with their own idea of what the time is—we face a logistical nightmare. Early train timetables valiantly informed travelers that “London time is about four minutes earlier than Reading time, seven and a half minutes before Cirencester,” and so on, but many understandably got hopelessly confused. More seriously, so did drivers and signaling staff, which raised the risk of collisions.3

			So the railways adopted “railway time”; they based it on Greenwich Mean Time, set by the famous observatory in the London borough of Greenwich. Some municipal authorities quickly grasped the usefulness of standardizing time across the country and adjusted their own clocks accordingly. Others resented this high-handed metropolitan imposition, and clung to the idea that their time was—as the Flying Post put it, with charming parochialism—“the correct time.” For years, the dean of Exeter stubbornly refused to adjust the clock on the city’s cathedral.

			In fact, there’s no such thing as “the correct time.” Like the value of money, it’s a convention that derives its usefulness from the widespread acceptance of others. But there is such a thing as accurate timekeeping. That dates from 1656, and a Dutchman named Christiaan Huygens.

			There were clocks before Huygens, of course. Water clocks appear in civilizations from ancient Egypt to medieval Persia. Others kept time from marks on candles.4 But even the most accurate devices might wander by fifteen minutes a day.5 This didn’t matter much if you were a monk wanting to know when to pray, unless God is a stickler for punctuality. But there was one increasingly important area of life where the inability to keep accurate time was of huge economic significance: sailing.

			By observing the angle of the sun, sailors could figure out their latitude: where you are from north to south. But their longitude—where you are from east to west—had to be guessed. Wrong guesses could, and frequently did, lead to ships’ hitting land hundreds of miles from where navigators thought they were, sometimes literally hitting land and sinking.

			How could accurate timekeeping help? Remember why Exeter’s clocks differed from London’s, 200 miles away: high noon happened fourteen minutes later. If you knew when it was midday at London’s Greenwich observatory—or any other reference point—you could observe the Sun, calculate the time difference, and work out the distance. Huygens’s pendulum clock was sixty times more accurate than any previous device: but even fifteen seconds a day soon mounts up on long seafaring voyages, and pendulums don’t swing neatly on the deck of a lurching ship.

			Rulers of maritime nations were acutely aware of the longitude problem: the king of Spain was offering a prize for solving it nearly a century before Huygens’s work. Famously, it was a subsequent prize offered by the British government that led to a sufficiently accurate device being painstakingly refined, in the 1700s, by an Englishman named John Harrison.* It kept time to within a couple seconds a day. 6

			Since Huygens and Harrison, clocks have become much more accurate still. And since the dean of Exeter’s intransigence, the whole world has agreed on what to regard as “the correct time”—coordinated universal time, or UTC, as mediated by various global time zones that maintain the convention of twelve o’clock being at least vaguely near the sun’s highest point. UTC is based on atomic clocks, which measure oscillations in the energy levels of electrons. The Master Clock itself, operated by the U.S. Naval Observatory in northwest Washington, D.C., is actually a combination of several different clocks, the most advanced of which are four atomic fountain clocks, in which frozen atoms are launched into the air and cascade down again. If something goes wrong—and even a technician entering the room will alter the temperature and possibly the timing—then there are several backup clocks, ready to take over at any nanosecond. The output of all this sophistication is accurate to within a second every three hundred million years.7

			Is there a point to such accuracy? We don’t plan our morning commutes to the millisecond. In truth, an accurate wristwatch has always been more about prestige than practicality. For more than a century, before the hourly beeps of early radio broadcasts, members of the Belville family made a living in London by collecting the time from Greenwich every morning and selling it around the city, for a modest fee. Their clients were mostly tradesfolk in the horology business, for whom aligning their wares with Greenwich was a matter of professional pride.8

			But there are places where milliseconds now matter. One is the stock market: fortunes can be won by exploiting an arbitrage opportunity an instant before your competitors. Some financiers recently calculated it was worth spending $300 million on drilling through mountains between Chicago and New York to lay fiber-optic cables in a slightly straighter line. That sped up communication between the two cities’ exchanges by three milliseconds. One may reasonably wonder whether that’s the most socially useful infrastructure the money could have bought, but the incentives for this kind of innovation are perfectly clear, and we can hardly be surprised if people respond to them.9

			The accurate keeping of universally accepted time also underpins computing and communications networks.10 But perhaps the most significant impact of the atomic clock—as it was first with ships, and then with trains—has been on travel.

			Nobody now needs to navigate by the angle of the sun; we have GPS. The most basic of smartphones can locate you by picking up signals from a network of satellites: because we know where each of those satellites should be in the sky at any given moment, triangulating their signals can tell you where you are on Earth. It’s a technology that has revolutionized everything from sailing to aviation, surveying to hiking. But it works only if those satellites agree on the time.

			GPS satellites typically house four atomic clocks, made from cesium or rubidium. Huygens and Harrison could have only dreamed of their precision, but it’s still enough to misidentify your position by a couple yards—a fuzziness amplified by interference as signals pass through the Earth’s ionosphere.11 That’s why self-driving cars need sensors as well as GPS: on the highway, a couple yards is the difference between lane discipline and a head-on collision.

			Meanwhile, clocks continue to advance: scientists have recently developed one, based on an element called ytterbium, that won’t have lost more than a hundredth of a second by the time the sun dies and swallows up the Earth, in about five billion years.12 How might this extra accuracy transform the economy between now and then? Only time will tell.

			
		

	
		
			33.

			Chemical Fertilizer

			It was a marriage of brilliant scientific minds. Clara Immerwahr had just become the first woman in Germany to receive a doctorate in chemistry. That took perseverance. Women couldn’t study at the University of Breslau, so she asked each lecturer, individually, for permission to observe their lessons as a guest. Then she pestered to be allowed to sit the exam. The dean, awarding her doctorate in 1900, said, “Science welcomes each person, irrespective of sex”; he then undermined this noble sentiment by observing that a woman’s duty was family, and he hoped this wasn’t the dawn of a new era.1

			Clara Immerwahr saw no reason why getting married should interfere with her career. She was disappointed. Her husband turned out to be more interested in a dinner-party hostess than a professional equal. She gave some lectures but soon became discouraged when she learned that everyone assumed her husband had written them for her. He worked, networked, traveled, and philandered; she was left holding the baby. Reluctantly, resentfully, she let her professional ambitions slide.

			We’ll never know what she might have achieved, had attitudes to gender been different in early-twentieth-century Germany. But we can guess what she wouldn’t have done. She would not—as her husband did—have pioneered chemical weapons. To help Germany win World War I, he enthusiastically advocated gassing Allied troops with chlorine. She accused him of barbarity. He accused her of treason. After the first, devastatingly effective use of chlorine gas—at Ypres, in 1915—he was made an army captain. She took his gun and killed herself.2

			Clara and Fritz Haber had been married for fourteen years. Eight years into that time, Haber made a breakthrough that some now consider to be the most significant invention of the twentieth century. Without it, close to half the world’s population would not be alive today.3

			The Haber-Bosch process uses nitrogen from the air to make ammonia, which can then be used to make fertilizers. Plants need nitrogen: it’s one of their basic requirements, along with potassium, phosphorus, water, and sunlight. In a state of nature, plants grow, they die, the nitrogen they contain returns to the soil, and new plants use it to grow. Agriculture disrupts that cycle: we harvest the plants and eat them.

			From the earliest days of agriculture, farmers discovered various ways to prevent yields from declining over time—as it happened, by restoring nitrogen to their fields. Manure has nitrogen. So does compost. The roots of legumes host bacteria that replenish the soil’s nitrogen; that’s why it helps to include peas or beans in crop rotation.4 But these techniques struggle to fully satisfy a plant’s appetite for nitrogen; add more, and the plant grows better.

			It was only in the nineteenth century that chemists discovered this—and the irony that 78 percent of the air is nitrogen, but not in a form plants can use. In the air, nitrogen consists of two atoms locked tightly together. Plants need those atoms “fixed,” or compounded with some other element: ammonium oxalate, for example, as found in guano, also known as bird poo, or potassium nitrate, also known as saltpeter and a main ingredient of gunpowder. Reserves of both guano and saltpeter were found in South America, mined, shipped around the world, and dug into soil. But by the century’s end, experts were fretting about what would happen when these reserves ran out.

			If only it were possible to convert nitrogen from the air into a form plants could use.

			That’s exactly what Fritz Haber worked out how to do. He was driven partly by curiosity, partly by the patriotism that was later to lead him down the path to chemical warfare, and partly by the promise of a lucrative contract from the chemical company BASF. That company’s engineer, Carl Bosch, then managed to replicate Haber’s process on an industrial scale. Both men later won Nobel Prizes—controversially, in Haber’s case, as many by then considered him a war criminal.

			The Haber-Bosch process is perhaps the most significant example of what economists call “technological substitution”: when we seem to have reached some basic physical limit, then find a workaround. For most of human history, if you wanted more food to support more people, then you needed more land. But the thing about land is, as Mark Twain once joked, that they’re not making it anymore. The Haber-Bosch process provided a substitute: instead of more land, make nitrogen fertilizer. It was like alchemy: Brot aus Luft, as Germans put it. “Bread from air.”

			Well: bread from air, and quite a lot of fossil fuels. First of all, you need natural gas as a source of hydrogen, the element to which nitrogen binds to form ammonia. Then you need energy to generate extreme heat and pressure; Haber discovered that was necessary, with a catalyst, to break the bonds between air’s nitrogen atoms and persuade them to bond with hydrogen instead. Imagine the heat of a wood-fired pizza oven, with the pressure you’d experience more than a mile under the sea. To create those conditions on a scale sufficient to produce 160 million tons of ammonia a year—the majority of which is used for fertilizer—the Haber-Bosch process today consumes more than 1 percent of all the world’s energy.5

			That’s a lot of carbon emissions, and it’s far from the only ecological concern. Only some of the nitrogen in fertilizer makes its way via crops into human stomachs—perhaps as little as 15 percent.6 Most of it ends up in the air or water. This is a problem for several reasons. Compounds such as nitrous oxide are powerful greenhouse gases. They pollute drinking water. They create acid rain, which makes soils more acidic, which puts ecosystems out of kilter and biodiversity under threat. When nitrogen compounds run off into rivers, they likewise promote the growth of some organisms more than others; the results include ocean “dead zones,” where blooms of algae near the surface block out sunlight and kill the fish below.7

			The Haber-Bosch process isn’t the only cause of these problems, but it’s a major one, and it’s not going away: demand for fertilizer is projected to double in the coming century.8 In truth, scientists still don’t fully understand the long-term impact on the environment of converting so much stable, inert nitrogen from the air into various other, highly reactive chemical compounds. We’re in the middle of a global experiment.9

			One result of that experiment is already clear: plenty of food for lots more people. If you look at a graph of global population, you’ll see it shoot upward just as Haber-Bosch fertilizers start being widely applied. Again, Haber-Bosch wasn’t the only reason for the spike in food yields; new varieties of crops such as wheat and rice also played their part. Still, suppose we farmed with the best techniques available in Fritz Haber’s time—the Earth would support about 4 billion people.10 Its current population is about 7.5 billion, and although the growth rate has slowed, global population continues to grow.

			Back in 1909, as Fritz triumphantly demonstrated his ammonia process, Clara wondered whether the fruits of her husband’s genius had been worth the sacrifice of her own. “What Fritz has achieved in these eight years,” she wrote plaintively to a friend, “I have lost.”11 She could hardly have imagined how transformative his work would be: on one side of the ledger, food to feed billions more human souls; on the other, a sustainability crisis that will need more genius to solve.

			For Haber himself, the consequences of his work were not what he expected. As a young man, Haber had converted from Judaism to Christianity; he ached to be accepted as the German patriot he felt himself to be. Beyond his work on weaponizing chlorine, the Haber-Bosch process also helped Germany in World War I. Ammonia can make explosives, as well as fertilizer; not just bread from air, but bombs.

			When the Nazis took power in the 1930s, however, none of these contributions outweighed his Jewish roots. Stripped of his job and kicked out of the country, Haber died, in a Swiss hotel, a broken man.
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			Radar

			In Kenya’s Great Rift Valley, Samson Kamau sat at home, wondering when he’d be able to get back to work. It was April 2010. He should have been in a greenhouse on the shores of Lake Naivasha, as usual, packing roses for export to Europe. But the outbound cargo flights were grounded because the Icelandic volcano Eyjafjallajökull had, without sparing the slightest thought for Samson, spewed a cloud of dangerous ash into Europe’s airspace.

			Nobody knew how long the disruption might last. Workers like Samson feared for their jobs; business owners had to throw away tons of flowers that were wilting in crates at Nairobi airport.1 As it happened, flights resumed within a few days. But the interruption dramatically illustrated just how much of the modern economy relies on flying, beyond the ten million passengers who get on flights every day.2 Eyjafjallajökull reduced global output by nearly $5 billion.3

			You could trace the extent of our reliance on air travel to many inventions. The jet engine, perhaps; or even the airplane itself. But sometimes inventions need other inventions to unlock their full potential. For the aviation industry, that story starts with the invention of the death ray.

			No, wait—it starts with an attempt to invent the death ray. This was in 1935. Officials in the British Air Ministry were worried about falling behind Nazi Germany in the technological arms race. The death ray idea intrigued them: they’d been offering a £1,000 prize for anyone who could zap a sheep at a hundred paces. So far, nobody had claimed it. But should they fund more active research? Was a death ray even possible? Unofficially, the Air Ministry sounded out Robert Watson Watt of the Radio Research Station. And he posed an abstract mathematical question to his colleague, Skip Wilkins.

			Suppose, just suppose—said Watson Watt to Wilkins—that you had eight pints of water, one kilometer above the ground. And suppose that water was at 98 degrees Fahrenheit and you wanted to heat it to 105 degrees. How much radio frequency power would you require, from a distance of five kilometers?

			Skip Wilkins was no fool. He knew that eight pints was the amount of blood in an adult human. While 98 degrees was normal body temperature, 105 degrees was warm enough to kill you, or at least make you pass out—which, if you’re behind the controls of an airplane, amounts to much the same thing.

			So Wilkins and Watson Watt understood each other, and they quickly agreed the death ray was hopeless: it would take too much power. But they also saw an opportunity. Clearly, the ministry had some cash to spend on research; perhaps Watson Watt and Wilkins could propose some alternative way for them to spend it?

			Wilkins pondered: it might be possible, he suggested, to transmit radio waves and detect, from the echoes, the location of oncoming aircraft long before they could be seen. Watson Watt dashed off a memo to the Air Ministry’s newly formed Committee for the Scientific Survey of Air Defence: Would they be interested in pursuing such an idea?4 They would indeed.

			What Skip Wilkins was describing became known as “radar.” The Nazis, the Japanese, and the Americans all independently started work on it, too. But by 1940, it was the Brits who’d made a spectacular breakthrough: the resonant cavity magnetron, a radar transmitter far more powerful than its predecessors. Pounded by Nazi bombers, Britain’s factories would struggle to put the device into production. But America’s factories could.

			For months, British leaders plotted to use the magnetron as a bargaining chip for American secrets in other fields. Then Winston Churchill took power and decided that desperate times called for desperate measures: Britain would simply tell the Americans what they had and ask for help.

			So it was that in August 1940 a Welsh physicist named Eddie Bowen endured a nerve-racking journey with a black metal chest containing a dozen prototype magnetrons. First he took a black cab across London to Euston station: the cabbie refused to let the clunky metal chest inside, so Bowen had to hope it wouldn’t fall off the roof rack. Then a long train ride to Liverpool, sharing a compartment with a mysterious, sharply dressed, military-looking man who spent the entire journey ignoring the young scientist and silently reading a newspaper. Then the ship across the Atlantic—what if it were hit by a German U-boat? The Nazis couldn’t be allowed to recover the magnetrons; two holes were drilled in the crate to make sure it would sink if the boat did. But the boat didn’t.5

			The magnetron stunned the Americans; their research was years off the pace. President Roosevelt approved funds for a new laboratory at MIT—uniquely, for the American war effort, administered not by the military but by a civilian agency. Industry got involved; the very best American academics were headhunted to join Bowen and his British colleagues6 in improving the device.

			By any measure, Rad Lab was a resounding success. It spawned ten Nobel laureates.7 The radar it developed, which could accurately track planes and submarines, helped win the war.8 But urgency in times of war can quickly be lost in times of peace. It might have been obvious, if you thought about it, that civilian aviation needed radar, given how quickly it was expanding: in 1945, at the war’s end, U.S. domestic airlines carried 7 million passengers; by 1955, it was 38 million.9 And the busier the skies, the more useful radar would be at preventing collisions.

			But rollout was slow and patchy.10 Some airports installed it; many didn’t. In most airspace, planes weren’t tracked at all. Pilots submitted their flight plans in advance, which should in theory ensure that no two planes were in the same place at the same time. But avoiding collisions ultimately came down to a four-word protocol: “See and be seen.”11

			On June 30, 1956, two passenger flights departed Los Angeles airport, three minutes apart: one was bound for Kansas City, one for Chicago. Their planned flight paths intersected above the Grand Canyon, but at different heights. When thunderclouds developed, one plane’s captain radioed to ask permission to fly above the storm. The air traffic controller cleared him to go to “a thousand on top”—a thousand feet above cloud cover. See and be seen.

			Nobody knows for sure what happened: planes then had no black boxes, and there were no survivors. At just before 10:31, air traffic control heard a garbled radio transmission: “Pull up!” “We are going in . . .” From the pattern of the wreckage, strewn for miles across the canyon floor, the planes seem to have approached each other at a 25-degree angle, presumably through a cloud.12 Investigators speculated that both pilots were distracted trying to find gaps in the clouds, so passengers could enjoy the scenery. One hundred twenty-eight people died.

			Accidents happen. The question is what risks we’re willing to run for the economic benefits. That question’s becoming pertinent again with respect to crowded skies: many people have high hopes for unmanned aerial vehicles, or drones. They’re already being used for everything from moviemaking to crop-spraying; companies like Amazon expect the skies of our cities soon to be buzzing with grocery deliveries. Civil aviation authorities are grappling with what to approve. Drones have “sense and avoid” technology, and it’s pretty good; but is it good enough?13

			The crash over the Grand Canyon certainly concentrated minds.14 If technology existed to prevent such catastrophes, shouldn’t we make more of an effort to use it? Within two years, what’s now known as the Federal Aviation Administration was born in the United States.15 And American skies today are about twenty times busier than they were in 1956.16 The world’s biggest airports now see planes taking off and landing at an average of nearly twice a minute.17 Collisions today are remarkably rare, no matter how cloudy the conditions. That’s due to many factors, but it’s largely thanks to radar.
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			Batteries

			Murderers in early-nineteenth-century London sometimes tried to kill themselves before they were hanged. Failing that, they asked friends to give their legs a good hard tug as they dangled from the gallows. They wanted to make absolutely certain they’d be dead. Their freshly hanged bodies, they knew, would be handed to scientists for anatomical studies. They didn’t want to survive the hanging and regain consciousness while being dissected.

			If George Foster, executed in 1803, had woken up on the lab table, it would have been in particularly undignified circumstances. In front of an enthralled and slightly horrified London crowd, an Italian scientist with a flair for showmanship was sticking an electrode up Foster’s rectum.

			Some in the audience thought Foster was waking up. The electrically charged probe caused his lifeless body to flinch and his fist to clench. Applied to his face, electrodes made his mouth grimace and an eye twitch open. One onlooker was apparently so shocked, he dropped dead shortly after the demonstration. The scientist had modestly assured his audience that he wasn’t actually intending to bring Foster back to life, but—well, these were new and little-tested techniques. Who knew what might happen? The police were on hand, just in case Foster needed hanging again.1

			Foster’s body was being galvanized—a word coined for Luigi Galvani, the Italian scientist’s uncle. In 1780s Italy, Galvani had discovered that touching the severed legs of a dead frog with two different types of metal caused the legs to jerk. Galvani thought he had discovered “animal electricity,” and his nephew was carrying on the investigations. Galvanism briefly fascinated the public, inspiring Mary Shelley to write her story of Frankenstein’s monster.*

			Galvani was wrong. There is no animal electricity. You can’t bring hanged bodies back to life, and Victor Frankenstein’s monster remains safely in the realms of fiction.

			But Galvani was wrong in a useful way, because he showed his experiments to his friend and colleague Alessandro Volta, who had a better intuition about what was going on. The important thing, Volta realized, wasn’t that the frog flesh was of animal origin; it was that it contained fluids that conducted electricity, allowing a charge to pass between the different types of metal. When the two metals were connected—Galvani’s scalpel touching the brass hook on which the legs were hung—the circuit was complete, and a chemical reaction caused electrons to flow.

			Volta experimented with different combinations of metal and different substitutes for frogs’ legs. In 1800, he showed that you could generate a constant, steady current by piling up sheets of zinc, copper, and brine-soaked cardboard. Volta had invented the battery.

			Like his friend Galvani, Volta gave us a word: volt. He also gave us an invention you might be using right now if you’re listening to the audiobook or reading this on a tablet. Such portable devices are possible only thanks to the battery. Imagine, for a moment, a world without batteries: we’d be hand-cranking our cars and getting tangled up in wires from our television remote controls.

			Volta’s insight won him admirers; Napoleon made him a count. But Volta’s battery wasn’t practical. The metals corroded; the salt water spilled; the current was short-lived; and it couldn’t be recharged. It was 1859 before we got the first rechargeable battery, made from lead, lead dioxide, and sulfuric acid. It was bulky, heavy, and acid sloshed out if you tipped it over. But it was useful: the same basic design still starts many of our cars. The first “dry” cells, the familiar modern battery, came in 1886. The next big breakthrough took another century. It arrived in Japan.

			In 1985, Akira Yoshino patented the lithium-ion battery; Sony later commercialized it.2 Researchers had been keen to make lithium work in a battery, as it is very light and highly reactive—lithium-ion batteries can pack large amounts of power into a small space. Unfortunately, lithium also has an alarming tendency to explode when exposed to air and water, so it took some clever chemistry to make it acceptably stable.

			Without the lithium-ion battery, mobiles would likely have been much slower to catch on. Consider what cutting-edge battery technology looked like when Yoshino filed his patent. Motorola had just launched the world’s first mobile phone, the DynaTAC 8000x: it weighed nearly two pounds, and early adopters affectionately knew it as “the brick.” If you were making calls, the battery life was just thirty minutes.3

			The technology behind lithium-ion batteries has certainly improved: 1990s laptops were clunky and discharged rapidly; today’s sleek ultraportables will last for a long-haul flight. Still, battery life has improved at a much slower rate than other laptop components, such as memory and processing power.4 Where’s the battery that is light and cheap, recharges in seconds, and never deteriorates with repeated use? We’re still waiting.5

			Another major breakthrough in battery chemistry may be just around the corner. Or it may not. There’s no shortage of researchers who hope they’re onto the next big idea: some are developing “flow” batteries, which work by pumping charged liquid electrolytes; some are experimenting with new materials to combine with lithium, including sulfur and air; some are using nanotechnology in the wires of electrodes to make batteries last longer.6 But history counsels caution: game-changers haven’t come along often.

			Anyway, in the coming decades, the truly revolutionary development in batteries may be not in the technology itself, but in its uses. We’re used to thinking of batteries as things that allow us to disconnect from the grid. We may soon see them as the thing that makes the grid work better.

			Gradually, the cost of renewable energy is coming down. But even cheap renewables pose a problem: they don’t generate power all the time. Even if the weather were perfectly predictable, you’d still have a glut of solar power on summer days and none on winter evenings. When the sun isn’t shining and the wind isn’t blowing, you need coal or gas or nuclear to keep the lights on—and once you’ve built those plants, why not run them all the time?7 A recent study of southeastern Arizona’s electricity grid weighed the costs of power cuts against the costs of CO2 emissions and concluded that solar should provide just 20 percent of power.8 And Arizona is a pretty sunny place.

			For grids to make more use of renewables, we need to find better ways of storing energy. One time-honored solution is pumping water uphill when you have energy to spare, and then—when you need more—letting it flow back down through a hydropower plant. But that requires conveniently contoured mountainous terrain, and that’s in limited supply. Could batteries be the solution?9

			Perhaps: it depends partly on the extent to which regulators nudge the industry in that direction, and partly also on how quickly battery costs come down.10

			Elon Musk hopes they’ll come down very quickly indeed. The entrepreneur behind electric car maker Tesla is building a gigantic lithium-ion battery factory in Nevada. Musk claims it will be the second-largest building in the world, behind only the one where Boeing manufactures its 747s.11 Tesla is betting that it can significantly wrestle down the costs of lithium-ion production, not through technological breakthroughs but through sheer economies of scale.

			Tesla needs the batteries for its vehicles, of course. But it’s also among the companies already offering battery packs to homes and businesses: if you have solar panels on your roof, a battery in your house gives you the option of storing your surplus daytime energy for nighttime use rather than selling it back to the grid.

			We’re still a long way from a world in which electricity grids and transport networks can operate entirely on renewables and batteries. But the aim is becoming conceivable—and in the race to limit climate change, the world needs something to galvanize it into action. The biggest impact of Alessandro Volta’s invention may be only just beginning.
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			Plastic

			Unless I am very much mistaken this invention will prove important in the future.” Leo Baekeland wrote those words in his journal on July 11, 1907. He was in a good mood, and why not? At age forty-three, Leo Baekeland had done well for himself.

			Baekeland was born in Belgium. If it had been up to his father, he would still have been there, mending shoes. His father was a cobbler; he’d had no education, and he didn’t understand why young Leo wanted one. He apprenticed the boy into the trade when he was just thirteen.

			But his mother, a domestic servant, had other ideas. With her encouragement, Leo went to night school and won a scholarship to the University of Ghent; by the time he was twenty, he had a doctorate in chemistry. He married his tutor’s daughter, they moved to New York, and there Leo invented a new kind of photographic printing paper that made him a fortune—enough, at least, that he never needed to work again. He bought a house overlooking the Hudson River in Yonkers, just north of New York City.1 And he built a home laboratory, to indulge his love of tinkering with chemicals.

			In July 1907, he recorded that he was experimenting with phenol and formaldehyde. The cheerful journal entries continued. July 18: “Another hot sultry day. But I do not mind it and thoroughly appreciate the luxury of being allowed to stay home in shirt sleeves and without a collar.” Not all rich men were so happy, Leo knew: “How about these Slave millionaires in wall street [sic] who have to go to their money making pursuit notwithstanding the sweltering heat. All day spent in laboratory,” he concluded with an unmistakable note of satisfaction. Perhaps Leo mused about whom he had to thank for this enjoyable, carefree life; the next day’s journal entry records that he wired $100 to his mother. Four days later: “This is the 23rd anniversary of my Doctorship. . . . How these twenty three years have gone fast. . . . Now I am again a student, and a student I will remain until death calls me again to rest.”2

			Baekeland wasn’t entirely right about that. By the time death called him, at the age of eighty, his mental health had declined; he’d become an increasingly eccentric recluse, living off tinned food in his Florida mansion. But what a life he lived in the meantime. He made a second fortune. He became famous enough that in 1924 Time magazine put his face on the cover without needing to mention his name—just the words “It will not burn. It will not melt.”3

			What Leo Baekeland invented that July was the first fully synthetic plastic. He called it Bakelite.

			And he was right about its future importance. Plastics now are everywhere. When the author Susan Freinkel set out to write a book about them, she spent a day noting down everything she touched that was plastic: the light switch, the toilet seat, the toothbrush, the toothpaste tube. She also noted everything that wasn’t—the toilet paper, the wooden floor, the porcelain tap. By the day’s end, she’d listed 102 items that weren’t made of plastic—and 196 that were.4 The world makes so much plastic, it consumes about 8 percent of oil production—half for raw material that goes into the plastic itself, half for the energy required to make it.5

			Leo’s Bakelite Corporation didn’t hold back in its advertising: humans, the ads said, had transcended the old taxonomy of animal, mineral, and vegetable; now the world had a “fourth kingdom, whose boundaries are unlimited.”6 That sounds hyperbolic, but it was true. Scientists previously had thought about improving or mimicking natural substances: earlier plastics, like celluloid, were based on plants, and Baekeland himself had been seeking an alternative to shellac, a resin secreted by beetles that was used for electrical insulation. Yet he quickly realized that Bakelite could become far more versatile than that. The Bakelite Corporation christened it “The Material of a Thousand Uses,” and, again, it wasn’t far wrong: the plastic went into telephones and radios, guns and coffeepots, billiard balls and jewelry. It was even used in the first atomic bomb.

			Bakelite’s success shifted mind-sets. Bakelite—as Time eventually celebrated—did not burn or melt, and it was a good insulator. It looked good and it was cheap. So what other artificial materials might be possible, lighter or stronger or more flexible than you might find in nature, yet for a bargain price?7 In the 1920s and 1930s, plastics poured out of labs around the world. There was polystyrene, often used for packaging; nylon, popularized by its uses in stockings; polyethylene, the stuff of plastic bags. As World War II stretched natural resources, production of plastics ramped up to fill the gap. And when the war ended, exciting new products like Tupperware hit the consumer market.

			But they weren’t exciting for long: the image of plastic gradually changed. In 1967, the movie The Graduate showed the young, listless hero Benjamin Braddock receiving unsolicited career advice from a self-satisfied friend of his parents’: “Just one word,” the friend promises, steering Benjamin toward a quiet corner, as if about to reveal the secret to life itself. “Plastics!” The line became much-quoted, because it crystallized the changing connotations of the word: for the older generation, “plastic” still meant opportunity and modernity; for the likes of young Benjamin, it stood for all that was phony, superficial, ersatz.8

			Still: it was great advice. Half a century on, despite its image problem, plastic production has grown about twentyfold. Experts predict it will double again in the next twenty years.9 That’s despite growing evidence of environmental problems. Some of the chemicals in plastics are thought to affect how animals develop and reproduce.10 When plastics end up in landfills, those chemicals can eventually seep into groundwater; when they find their way into oceans, some creatures eat them. One estimate is that by 2050, all the plastic in the sea will weigh more than all the fish.11 (It’s not clear how confident we can be of this claim, since nobody has managed to weigh either quantity.12)

			And there’s another side to the ledger: plastic has benefits that aren’t just economic, but environmental too.13 Vehicles—from cars to lawn mowers—made with plastic parts are lighter and so use less fuel. And plastic packaging keeps food fresh for longer, thereby reducing food waste. Before bottles were made of plastic, they were made of glass, which is both heavy and hazardous when carelessly thrown away.

			Eventually, we’ll have to get better at recycling plastic, if only because oil won’t last forever. Some plastics can’t be recycled; Bakelite is one. Many more could be but aren’t. Only about a seventh of plastic packaging is recycled—far less than for paper or steel; for other products, that rate is lower still.14 Improving that rate requires some smart thinking. You may have seen little triangles on plastic, with numbers from 1 to 7; these are Resin Identification Codes, and they are one initiative of the industry’s trade association.15 They help with recycling, but the system is far from perfect.16 If the industry could do more, then so could many governments: recycling rates differ hugely around the world.17 One success story is Taipei. It has changed its culture of waste by making it easy for citizens to recycle, with frequent collections and text-message reminders. It also fines them if they don’t comply. As a result, Taipei recycles two-thirds of its waste—almost double the rate in the United States.18

			How about technological solutions? One idea is the ProtoCycler: feed it your plastic waste, and it spits out filament for you to use in your 3-D printer.19 Unfortunately, just like corrugated cardboard, plastic cannot be recycled indefinitely before the quality becomes unacceptable. Still—the ProtoCycler is as close as we can currently get today to Star Trek’s replicator.

			In its day, Bakelite must have felt as revolutionary as a Star Trek replicator feels to us. Here was a simple, cheap, synthetic product that was tough enough to replace ceramic tableware or metal letter openers, yet beautiful enough to be used as jewelry, and it could even replace precious ivory. It was a miracle material, even though—as with all plastics today—we now take it for granted.

			But manufacturers haven’t given up on the idea that you can make something precious and practical from something cheap and worthless. The latest techniques “upcycle” plastic trash. One, for instance, turns old plastic bottles into a material resembling carbon fiber; the hope is that it can be made strong and light enough to make recyclable airplane wings. In general, mixing discarded plastic with other waste materials—and a dash of nanoparticles—promises to create new materials, with new properties.20

			Leo Baekeland would have approved.

		

	
		
			VI

			The Visible Hand

			Adam Smith’s “invisible hand” is the most famous metaphor in economics. Smith used the phrase three times, most famously in The Wealth of Nations in 1776, when he wrote that as each individual tries to invest, “he intends only his security. . . . He intends only his own gain, and he is in this as in many other cases, led by an invisible hand to promote an end which was no part of his intention.”1

			Exactly what Smith meant by the invisible hand is excitedly debated by scholars to this day.2 But for modern economists, the metaphor has a taken on a life well beyond Smith’s intentions. It now describes the idea that when individuals and companies compete in the marketplace, the outcome is socially beneficial: products are produced efficiently, and they’re consumed by the people who value them most.

			Perhaps there are a few free-market fans who think this is an accurate description of how markets actually work. But the mainstream of the economics profession views it more as a useful starting point. Markets do tend to allocate resources well, but that tendency isn’t a guarantee. The invisible hand does not always guide us: sometimes we need the visible hand of government, too.

			We’ve seen many examples of this. Radar is now an indispensable civilian technology, but it was developed for military purposes and generously funded by governments. The iPhone is a work of capitalist genius, by some measures the most successful product ever produced—but it rested on government funding of computing, the Internet, GPS, and the World Wide Web.

			Some of the most important inventions that shaped the modern economy weren’t just helped along the way by government, but were entirely the creation of the state—for example, the limited liability company, intellectual property, and, most obvious, the welfare state itself.

			If markets can fail, however, so too can government regulators. Japanese women were denied access to the contraceptive pill for decades because regulators refused to approve it. One of the major obstacles that Malcom McLean faced in introducing container shipping was the bureaucracy of U.S. freight regulators, who seemed to feel that the only acceptable option was that nothing should ever change. And when researchers developed public-key cryptography, the remarkable technology that makes Internet commerce possible, the U.S. government tried to shut them down.

			Sometimes the state provides the foundations for new ideas; sometimes it’s the chief obstacle. And sometimes, as we’ll see, the relationship between the state and a new invention is more complicated than that. The dance between the state and the market continues to fascinate. Sometimes the state steps in, sometimes the state steps back, and sometimes the state simply tramples on everyone’s toes.
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			The Bank

			On London’s busy Fleet Street, just opposite Chancery Lane, there is a stone arch through which anyone may step and travel back in time. Just a few yards south, in a quiet courtyard, there is a strange, circular chapel—and next to it, on a column, is a statue of two knights sharing a single horse. The chapel is Temple Church, consecrated in 1185 as the London home of the Knights Templar, a religious order. But Temple Church is not just an important architectural, historical, and religious site. It is also London’s first bank.1

			The Knights Templar were warrior monks: they were a religious order, with a theologically inspired hierarchy, mission statement, and code of ethics. But they were also heavily armed and dedicated to a holy war. How did those guys get into the banking game?

			The Templars dedicated themselves to the defense of Christian pilgrims to Jerusalem. In 1099, with the First Crusade, Jerusalem had been captured from the Fatimid Caliphate, and pilgrims began to stream in, traveling thousands of miles across Europe. And if you are a Christian pilgrim, you have a problem: you need to somehow fund months of food and transport and accommodation, yet you also want to avoid carrying huge sums around, because that makes you a target for robbers. Fortunately, the Templars had that covered. A pilgrim could deposit funds at Temple Church in London and withdraw them in Jerusalem. Instead of carrying a purse stuffed with money, he’d carry a letter of credit. The Knights Templar were the Western Union of the Crusades.

			We don’t actually know how the Templars made this system work and protected themselves against fraud. Was there a secret code verifying the document and the identity of the traveler? We can only guess. But that wouldn’t be the only mystery to shroud the Templars, an organization sufficiently steeped in legend that Dan Brown set a scene of The Da Vinci Code in Temple Church.

			Nor were the Templars the first organization in the world to provide such a service. Several centuries earlier, Tang dynasty China used feiquan—flying money, a two-part document allowing merchants to deposit profits in a regional office and reclaim their cash back in the capital. But that system was operated by the government.2 Templars were much closer to a private bank—albeit a private bank owned by the Pope, allied to kings and princes across Europe, and run by a partnership of monks sworn to poverty.

			The Knights Templar did much more than transfer money across long distances. They provided a range of recognizably modern financial services. If you wanted to purchase a nice island off the west coast of France—as King Henry III of England did in the 1200s with Oléron, northwest of Bordeaux—the Templars could broker the deal. Henry  paid £200 a year for five years to the Temple in London, and when his men took possession of Oléron, the Templars made sure that the island’s previous owner was paid. Oh, and the Crown Jewels of England, stored today at the Tower of London? In the 1200s, the Crown Jewels were stored at the Temple—security on a loan. That was the Templars operating as a very high-end pawnbroker.

			The Knights Templar weren’t Europe’s bank forever, of course. The order lost its reason to exist after European Christians completely lost control of Jerusalem in 1244; the Templars were eventually disbanded in 1312. But then who stepped into the banking vacuum?

			If you had been at the great fair of Lyon in 1555, you could have seen the answer. Lyon’s fair was the greatest market for international trade in all of Europe, and dated back to Roman times. But at this particular fair, gossip was starting to spread. There was this Italian merchant, see him? He was making a fortune. But how? He bought nothing and had nothing to sell. All he had was a desk and an inkstand. And he sat there, day after day as the fair continued, receiving other merchants and signing their pieces of paper, and somehow becoming very rich. Extraordinary. And frankly, to the locals, very suspect.3

			But to a new international elite of Europe’s great merchant houses, this particular Italian’s activities were perfectly legitimate. He had a very important role: he was buying and selling debt, and in doing so he was creating enormous economic value.

			Here is how the system worked. A merchant from Lyon who wanted to buy—say—Florentine wool could go to this banker and borrow something called a “bill of exchange.” The bill of exchange was a credit note, an IOU. This IOU wasn’t denominated in the French livre or Florentine lira. Its value was expressed in the écu de marc, a private currency used by this international network of bankers. And if the Lyonnais merchant traveled to Florence—or sent his agents there—the bill of exchange from the banker back in Lyon would be recognized by bankers in Florence, who would gladly exchange it for local currency.4

			Through this network of bankers, then, a local merchant could not only exchange currencies but also exchange his creditworthiness in Lyon for creditworthiness in Florence, a city where nobody had ever heard of him. That’s a valuable service. No wonder that the mysterious banker was rich. And every few months, agents of this network of bankers would meet at the great fairs like Lyon’s, go through their books, net off all the credit notes against one another, and settle their remaining debts.

			Our financial system today still has a lot in common with this system. An Australian with a credit card can walk into a supermarket in,say, Lyon, and she can walk out with groceries. The supermarket checks with a French bank, the French bank talks to an Australian bank, and an Australian bank approves the payment, happy that this woman is good for the money.

			But this web of banking services has always had a darker side to it. By turning personal obligations into internationally tradable debts, these medieval bankers were creating their own private money—and that private money was outside the control of Europe’s kings. They were rich, and powerful, and they didn’t need the coins minted by the sovereign.

			That description rings true even today. International banks are locked together in a web of mutual obligations that defies understanding or control. They can use their international reach to try to sidestep taxes and regulations. And, since their debts to one another are a very real kind of private money, when the banks are fragile, the entire monetary system of the world also becomes fragile.

			We’re still trying to figure out what to do with these banks. We can’t live without them, it seems, and yet we’re not sure we want to live with them. Governments keep searching for ways to hold them in check. Sometimes the approach has been laissez-faire. Sometimes not.

			Few regulators have been as ardent as Philip IV of France. He owed money to the Templars, and they refused to forgive his debts. So in 1307, on the site of what is now the Temple stop on the Paris Métro, King Philip launched a raid on the Paris Temple—the first of a series of attacks across Europe. Templars were tortured and forced to confess to any sin the Inquisition could imagine. The order of the Templars was disbanded by Pope Clement V. The London Temple was rented out to lawyers. And the last grandmaster of the Templars, Jacques de Molay, was brought to the center of Paris and publicly burned to death.
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			Razors and Blades

			There are clouds upon the horizon of thought, and the very air we breathe is pregnant with life that foretells the birth of a wonderful change.” So begins a book written in 1894, by a man who had a vision that has ended up shaping how the modern economy works.

			The book argues that “our present system of competition” breeds “extravagance, poverty, and crime.” It advocates a new system of “equality, virtue, and happiness” in which just one corporation—the United Company—will make all of life’s necessities as cost-effectively as possible. These, by the way, are “food, clothing, and habitation.” Industries which “do not contribute” to life’s necessities will be destroyed. Sorry, bankers and lawyers. That means you.

			It’s the end of money, too: instead, the manual labor required to make life’s necessities will be shared out “with perfect justice.” It should take only about five years of each person’s life. The rest will be freed up for intellectual pursuits: ambitious people will compete not for material wealth, but to win recognition for promoting the “welfare and happiness” of their fellow beings.

			The plan gets more specific. All of this will take place in a city called Metropolis, located between Lake Erie and Lake Ontario, where Canada meets New York state. Metropolis will run on hydropower. It’ll be the only city in North America. Its citizens will live in “mammoth apartment houses . . . upon a scale of magnificence such as no civilization has ever known.” These buildings will be circular, six hundred feet across, and separated by twice that distance of “avenues, walks, and gardens.” Artificial parks will feature “pillars of porcelain tile” with “domes of colored glass in beautiful designs.” They’ll be an “endless gallery of loveliness.”1

			I mentioned that the author of this florid utopia had a vision that has ended up shaping the economy. As you may have guessed, it wasn’t this particular vision. No, it was another idea, that he had a year later.2 His name was King Camp Gillette, and he invented the disposable razor blade.

			Why was that so significant? Here’s one illustration: If you’ve ever bought replacement cartridges for an inkjet printer, you’ll likely have been annoyed to discover that they cost almost as much as you paid for the printer itself. That seems to make no sense. The printer’s a reasonably large and complicated piece of technology. How can it possibly add only a negligible amount to the cost of supplying a bit of ink in tiny plastic pots?

			The answer, of course, is that it doesn’t. But for a manufacturer, selling the printer cheaply and the ink expensively is a business model that makes sense. After all, what’s your alternative? Buy a whole new printer from a rival manufacturer? As long as that’s even slightly more expensive than the new ink for your current printer, you’ll reluctantly pay up.

			That business model is known as two-part pricing. It’s also known as the “razor and blades” model, because that’s where it first drew attention—sucker people in with an attractively priced razor, then repeatedly fleece them for extortionately priced replacement blades.

			King Camp Gillette invented the blades that made it possible. Before this, razors were bigger, chunkier affairs—and a significant enough expense that when the blade got dull, you’d sharpen—or “strop”—it, not chuck it away and buy another. Gillette realized that if he devised a clever holder for the blade, to keep it rigid, he could make the blade much thinner—and cheaper to produce.3

			He didn’t immediately hit on the two-part pricing model, though: initially, he made both parts expensive. Gillette’s razor cost $5—about a third of the average worker’s weekly wage; his philosophical concerns about “extravagance” and “poverty” seem not to have clouded his business decisions. So eye-wateringly exorbitant was the Gillette razor, the 1913 Sears catalogue offered it with an apology that it wasn’t legally allowed to discount the price, along with an annoyed-sounding disclaimer: “Gillette Safety Razors are quoted for the accommodation of some of our customers who want this particular razor. We don’t claim that this razor will give better satisfaction than the lower-priced safety razors quoted on this page.”4

			The model of cheap razors and expensive blades evolved only later, as Gillette’s patents expired and competitors got in on the act.5 Today two-part pricing is everywhere. Consider the PlayStation 4. Every time Sony sells one, it loses money: the retail price is less than it costs to manufacture and distribute.6 But that’s okay with Sony, because Sony coins it in whenever a PlayStation 4 owner buys a game. Or how about Nespresso? Nestlé makes its money not from the machine, but from the coffee pods.7

			For this model to work you need some way to prevent customers putting cheap, generic blades in your razor. One solution is legal: patent-protect your blades. But patents don’t last forever. Patents on coffee pods have started expiring, so brands like Nespresso now face competitors selling cheap, compatible alternatives. Some companies are looking for another kind of solution: technological. Just as other companies’ games don’t work on the PlayStation, some coffee companies have put chip readers in their machines to stop you from trying to brew a generic cup of joe.8

			Two-part pricing models work by imposing what economists call “switching costs.” Want to brew another brand’s coffee? Then buy another machine. Two-part pricing is especially prevalent with digital goods. If you have a huge library of games for your PlayStation or books for your Kindle, it’s no small thing to switch to another platform.

			Switching costs don’t have to be just financial. They can come in the form of time or hassle. Say I’m already familiar with Photoshop; I might prefer to pay for an expensive upgrade than buy a cheaper alternative to it, which I would then have to learn how to use. That’s why software vendors offer free trials.9 It’s also why service providers (anything from your gym to your cable provider) offer special “teaser” rates to draw people in: when they quietly raise their prices or make the terms and conditions less attractive, many customers won’t bother to change.

			Switching costs can be psychological, too—a result of brand loyalty.10 If the Gillette company’s marketing department persuades me that generic blades give an inferior shave, then I’ll keep paying extra for Gillette-branded blades. That may help explain the otherwise curious fact that Gillette’s profits increased after his patents expired and competitors could make compatible blades.11 Perhaps by then, customers had gotten used to thinking of Gillette as a high-end brand.

			But the two-part pricing model pioneered by Gillette is highly inefficient, and economists have puzzled over why consumers stand for it. Why don’t we reward companies that charge more for their printers and less for their ink, when that would work out cheaper overall? The most plausible explanation is that many consumers get confused by the two-part pricing. Either they don’t realize they’ll be exploited later, or they do realize but find it hard to pick the best deal out of a confusing menu of options. It’s just the kind of situation where you’d expect government regulators to step in and enforce clarity, as they have in many other situations where advertised prices can mislead: when there are compulsory added costs, for example, or spurious claims of reductions from a previously larger price.

			And regulators around the world have tried to find rules that will prevent this sort of confusopoly, but finding rules that work has proven surprisingly difficult.12 Perhaps that’s not surprising, as two-part pricing isn’t always a cynical bait-and-switch—often, it’s a perfectly reasonable and efficient way for a company to cover its costs. A bank, for instance, might charge a regular monthly sum for maintaining a checking account, and then additional fees for services such as wire transfers, overdraft facilities, or using other banks’ ATMs. But while such a pricing plan makes sense, it can still leave customers confused as to which deals are the best.

			The irony is that the cynical razors-and-blades model—charging customers a premium for basics such as ink and coffee—is about as far as you can get from King Camp Gillette’s vision of a single United Company producing life’s necessities as cheaply as possible. In his book’s peroration, Gillette reached new heights of purple prose: “Come one, come all, and join the ranks of an overwhelming United People’s Party. . . . Let us tear asunder the chrysalis which binds within its folds the intellect of man, and let the polar star of every thought find its light in nature’s truths.” Evidently, it’s easier to inspire a new model for business than a new model for society.
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			Tax Havens

			Would you like to pay less tax? One way is to make a sandwich: specifically, a “double Irish with a Dutch sandwich.”

			Suppose you’re American. You set up a company in Bermuda and sell it the right to use your intellectual property, such as a brand name or a patent. Then that company sets up a subsidiary in Ireland. Now set up another company in Ireland. The second company finds a reason to bill your European operations for amounts resembling their profits. Now start a company in the Netherlands. Have your second Irish company send money to your Dutch company, which immediately sends it back to your first Irish company. You know, the one headquartered in Bermuda.1

			Are you confused yet? That’s part of the point. If two-part pricing sometimes confuses customers, it’s a model of simplicity compared with cross-border tax laws. Tax havens depend on making it, at best, very difficult to get your head around financial flows; at worst, impossible to find out any facts. Accounting techniques that make your brain hurt enable multinationals such as Google, eBay, and IKEA to minimize their tax bills—completely legally.2

			You can see why people get upset about this. Taxes are like membership fees for a club: it feels unfair to dodge the fees but still expect to benefit from the services the club provides its members—defense, police, roads, sewers, education, and so on. But tax havens haven’t always had such a bad image. Sometimes they’ve functioned like any other safe haven, allowing persecuted minorities to escape the oppressive rules of home. Jews in Nazi Germany, for instance, were able to ask secretive Swiss bankers to hide their money. Unfortunately, secretive Swiss bankers soon undid the good this did their reputation by proving just as happy to help the Nazis hide the gold they managed to steal and reluctant to give it back to the people they stole it from.3

			Nowadays, tax havens are controversial for two reasons: tax avoidance and tax evasion. Tax avoidance is legal. It’s the stuff of double Irish, Dutch sandwiches. The laws apply to everyone: smaller businesses and even ordinary individuals could set up border-hopping legal structures, too. But of course most of us just don’t earn enough to justify the accountants’ fees.

			If everyday folk want to reduce their tax bills, their options are limited to various forms of tax evasion, which is illegal: VAT fraud, undeclared cash-in-hand work, or taking too many cigarettes through the “nothing to declare” lane at customs.4 The British tax authorities reckon that much evaded tax comes from countless such infractions, often small-time stuff, rather than the wealthy entrusting their money to bankers who’ve shown they can keep a secret. But it’s hard to be sure. If we could measure the problem exactly, it wouldn’t exist in the first place.

			Perhaps it’s no surprise that banking secrecy seems to have started in Switzerland: the first known regulations limiting when bankers can share information about their clients were passed in 1713 by the Great Council of Geneva.5 Secretive Swiss banking really took off in the 1920s, as many European nations hiked taxes to repay their debts from World War I—and many rich Europeans looked for ways to hide their money. Recognizing how much this was boosting their economy, in 1934 the Swiss doubled down on the credibility of their promise of banking secrecy by making it a criminal offense for bankers to disclose financial information.6

			The euphemism for a tax haven these days, of course, is “offshore”—and Switzerland doesn’t even have a coastline. Gradually, tax havens have emerged on islands such as Jersey or Malta, or, most famously, in the Caribbean. There’s a logistical reason for this: a small island isn’t much good for an economy based on manufacturing or agriculture, so financial services are an obvious alternative. But the real explanation for the rise of the offshore haven is historical: the dismantling of European empires in the decades after World War II. Unwilling to prop up Bermuda or the British Virgin Islands with explicit subsidies, the United Kingdom instead encouraged them to develop financial expertise, plugged into the City of London. But the subsidy happened anyway—it was implicit, and perhaps accidental, but tax revenue steadily leaked away to these islands.7

			The economist Gabriel Zucman came up with an ingenious way to estimate the wealth hidden in the offshore banking system. In theory, if you add up the assets and liabilities reported by every global financial center, the books should balance—but they don’t. Each individual center tends to report more liabilities than assets. Zucman crunched the numbers and found that globally, total liabilities were 8 percent higher than total assets. That suggests at least 8 percent of the world’s wealth is illegally unreported. Other methods have come up with even higher estimates.

			The problem is particularly acute in developing countries. For example, Zucman finds that 30 percent of wealth in Africa is hidden offshore. He calculates an annual loss of $14 billion in tax revenue. That would build plenty of schools and hospitals.

			Zucman’s solution is transparency: creating a global register of who owns what, to end banking secrecy and anonymity-preserving shell corporations and trusts. That might well help with tax evasion. But tax avoidance is a subtler and more complex problem.

			To see why, imagine I own a bakery in Belgium, a dairy in Denmark, and a sandwich shop in Slovenia. I sell a cheese sandwich, making one euro of profit. On how much of that profit should I pay tax in Slovenia, where I sold the sandwich; or Denmark, where I made the cheese; or Belgium, where I baked the bread? There’s no obvious answer. As rising taxes met increasing globalization in the 1920s, the League of Nations devised protocols for handling such questions.8 They allow companies some leeway to choose where to book their profits. There’s a case for that, but it opened the door to some dubious accounting tricks. One widely reported example may be apocryphal, but it illustrates the logical extreme of these practices: A company in Trinidad apparently sold ballpoint pens to a sister company for $8,500 apiece.9 The result: more profit booked in low-tax Trinidad; less in higher-tax regimes elsewhere.

			Most such tricks are less obvious, and consequently harder to quantify. Still, Zucman estimates that 55 percent of U.S.-based companies’ profits are routed through some unlikely-looking jurisdiction such as Luxembourg or Bermuda, costing the U.S. government $130 billion a year. Another estimate puts the losses to governments in developing countries at many times the amount they receive in foreign aid.10

			Solutions are conceivable: profits could be taxed globally, with national governments devising ways to apportion which profit is deemed taxable where. A similar formula already exists to apportion national profits made by U.S. companies to individual states.11

			But political desire would be needed to tackle tax havens. And while recent years have seen some initiatives, notably by the Organisation for Economic Co-operation and Development, they’ve so far lacked teeth.12 Perhaps this shouldn’t surprise us, given the incentives involved. Clever people can earn more from exploiting loopholes than from trying to close them. Individual governments face incentives to compete to lower taxes, because a small percentage of something is better than a large percentage of nothing; for tiny, palm-fringed islands it can even make sense to set taxes at zero percent, as the local economy will be boosted by the resulting boom in law and accounting.

			Perhaps the biggest problem is that tax havens mostly benefit financial elites, including some politicians and many of their donors. Meanwhile, pressure for action from voters is limited by the boring and confusing nature of the problem.

			Sandwich, anyone?
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			Leaded Gasoline

			Leaded gasoline was safe. Its inventor was sure of it. Facing skeptical reporters at a press conference, Thomas Midgley produced a container of tetraethyl lead—the additive in question—and proceeded, theatrically, to wash his hands in it. “I’m not taking any chance whatever,” Midgley declared. “Nor would I take any chance doing that every day.”

			Midgley was, perhaps, being a little disingenuous. He might have mentioned that he’d recently spent several months in Florida, recuperating from lead poisoning.

			Some of those who’d been making Midgley’s invention hadn’t been so lucky, and this was why the reporters were interested. One Thursday, in October 1924, at a Standard Oil plant in New Jersey, a worker named Ernest Oelgert had started hallucinating. By Friday, he was running around the laboratory, screaming in terror. On Saturday, with Oelgert dangerously unhinged, his sister called the police; he was taken to a hospital and forcibly restrained. By Sunday, he was dead. Within a week, so were four of his laboratory workmates—and thirty-five more were in the hospital.

			Only forty-nine people worked there.1

			None of this surprised workers elsewhere in Standard Oil’s facility. They knew there was a problem with tetraethyl lead. They referred to the lab where it was developed as “the loony gas building.”2 Nor should it have shocked Standard Oil, General Motors, or the DuPont corporation, the three companies involved with adding tetraethyl lead to gasoline. The first production line, in Ohio, had already been shut down after two deaths.3 A third plant, elsewhere in New Jersey, had also seen deaths; workers kept hallucinating insects and trying to swat them away. The lab was known as “the house of butterflies.”4

			Leaded gasoline is banned now, almost everywhere. It’s among the many regulations that shape the modern economy. And yet “regulation” has become a dirty word: politicians often promise to sweep them away; you rarely hear calls for more. It’s a trade-off between protecting people and imposing costs on business. And the invention of leaded gasoline marked one of the first times that trade-off sparked a fierce public controversy.

			Scientists were alarmed. Was it really sensible to add lead to gasoline, when cars belch fumes onto city streets? Thomas Midgley breezily responded that “the average street will probably be so free from lead that it will be impossible to detect it or its absorption.” Was his insouciance based on data? No. Scientists urged the U.S. government to investigate, and researchers did—with funding provided by General Motors, on the condition the company got to approve the findings.5

			In the middle of the media frenzy over Ernest Oelgert’s poisoned workmates, the report landed. It gave tetraethyl lead a clean bill of health. And the public greeted it with skepticism. Under pressure, the U.S. government organized a conference in Washington, D.C., in May 1925. It was a showdown. In one corner: Frank Howard, vice president of the Ethyl Corporation—a joint venture of General Motors and Standard Oil. He called leaded gasoline a “gift of God,” arguing that “continued development of motor fuels is essential in our civilization.”6

			In the other corner: Dr. Alice Hamilton, the country’s foremost authority on lead. She argued that leaded gasoline was a chance not worth taking: “Where there is lead,” she said, “some case of lead poisoning sooner or later develops, even under the strictest supervision.”

			Hamilton knew that lead had been poisoning people for thousands of years. In 1678, workers who made lead white—a pigment for paint—were described as suffering ailments including “dizziness in the Head, with continuous great pain in the Brows, Blindness, Stupidity.”7 In Roman times, lead pipes carried water (the Latin for lead, plumbum, gave us the word “plumber”). Even then, some realized the folly. “Water conducted through earthen pipes is more wholesome than that through lead,” wrote the civil engineer Vitruvius two thousand years ago. “This may be verified by observing the workers in lead, who are of a pallid color.”8

			Eventually, the U.S. government decided to ignore Alice Hamilton, and Vitruvius. Leaded gasoline got the go-ahead. Half a century later, the government changed its mind: the Clean Air Act of 1970 began a process of gradually weaning cars of lead. And a couple of decades after that, the economist Jessica Reyes noticed something interesting: Rates of violent crime were starting to go down. There are many reasons this might have happened, but Reyes wondered: children’s brains are especially susceptible to chronic lead poisoning. Is it possible that kids who didn’t breathe leaded gasoline fumes grew up to commit less violent crime?

			Different U.S. states had phased out leaded gasoline at different times. So Reyes compared the dates of clean air legislation with subsequent crime data. She concluded that nationally over half the drop in crime—56 percent—was because of cars switching to unleaded gas.9

			That doesn’t, on its own, prove that the initial decision to allow leaded gasoline was morally wrong. When countries are poor, they might decide that pollution is a price worth paying for progress. Later, as their incomes grow, they decide they can afford to bring in laws that clean up the environment. Economists have a name for this pattern of  increasing and then decreasing pollution: it’s called the “environmental Kuznets curve.”10

			But for leaded gasoline, it was never a trade-off worth making. True, the lead additive did solve a problem: it enabled engines to use higher compression ratios, which made them more efficient. But ethyl alcohol had much the same effect, and it wouldn’t mess with your head, unless you drank it.11 Why did General Motors push tetraethyl lead instead of ethyl alcohol? Cynics might point out that any old farmer could distil ethyl alcohol from grain; it couldn’t be patented, or its distribution profitably controlled. Tetraethyl lead could.12

			There’s another way to assess the economic benefit of leaded gasoline: ask how much it cost to adapt cars to unleaded fuel, when clean air laws were enacted. Jessica Reyes crunched the numbers: it came to about twenty times less than the cost of all the crime.13 And that’s before you count the other costs of kids breathing lead, such as learning less in school.14

			How did the United States get this so wrong for so long? It’s the same story of disputed science and delayed regulation you could tell about asbestos,15 or tobacco,16 or many other products that slowly kill us. The government did, in the 1920s, call for continued research. And for the next four decades, those studies were conducted by scientists funded by the Ethyl Corporation and General Motors.17 It was only in the 1960s that American universities developed policies on conflicts of interest in research.18

			Today’s economy isn’t short of health scares. Is genetically modified food safe? What about nanoparticles? Does Wi-Fi cause cancer? How do we tell the wise words of an Alice Hamilton from the ill-informed worries of an obstructive crank? We’ve learned something about research and regulation-making from disasters like leaded gasoline, but you’d be optimistic to think the problem is solved completely.

			And what of the scientist who first put lead in gasoline? By all accounts, Thomas Midgley was a genial man; he may even have believed his own spin about the safety of a daily hand-wash in tetraethyl lead. But as an inventor, his inspirations seem to have been cursed. His second major contribution to civilization was the chlorofluorocarbon, or CFC. It improved refrigerators, but destroyed the ozone layer.

			In middle age, afflicted by polio, Midgley applied his inventor’s mind to lifting his weakened body out of bed. He devised an ingenious system of pulleys and strings. One day they tangled around his neck and killed him.
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			Antibiotics in Farming

			On a ramshackle pig farm near Wuxi, in Jiangsu Province, China, a foreigner gets out of a taxi. The family are surprised: their little farm is at the end of a bumpy track through rice paddies. They don’t get many foreigners turning up in taxis and asking to use the toilet.

			The stranger’s name is Philip Lymbery, and he runs a campaigning group called Compassion in World Farming. He’s not here to berate the farmers about the living conditions of their pigs, although they’re depressing. Sows are crammed into crates, with no room to move. The living conditions of the family aren’t much happier: the toilet, Lymbery finds, is a hole in the ground between the house and the pig pen. No, Lymbery’s here to investigate if pig manure is polluting the local waterways. He’s tried to visit the large, commercial farms in the vicinity, but they don’t want to see him. So he’s turned up on spec at a family farm instead.

			The farmer is happy to talk. Yes, they dump waste in the river. No, they’re not supposed to. But that’s okay—they just bribe the local official. Then Lymbery notices something. It’s a pile of syringes. He takes a closer look. They’re loaded with antibiotics. Have they been prescribed by a vet? No, the farmer explains. You don’t need a prescription to buy antibiotics. And anyway, vets are expensive. Antibiotics are cheap. She injects her pigs with them routinely, and hopes that’ll stop them from getting sick.1

			She’s far from alone. Cramped and dirty conditions on intensive farms are breeding grounds for disease, but routine, low doses of antibiotic can help keep disease in check.2 Antibiotics also fatten animals. Scientists are studying gut microbes for clues as to why that is, but farmers don’t need to know why: they simply know that they make more money from fatter animals.3 No wonder that across the world, more antibiotics are injected into healthy animals than sick humans.4 In the big emerging economies, where demand for meat is growing as incomes rise, use of agricultural antibiotics is set to double in twenty years.5

			The widespread use of antibiotics where they’re not really needed isn’t restricted to agriculture. Many doctors are guilty, too, and they should know better.6 So should the regulators who allow people to buy antibiotics over the counter.7 But the bacteria don’t care who is to blame. They busily evolve resistance to these antibiotics, and public health experts fear we are entering a post-antibiotic age. One recent review estimated that drug-resistant bugs could kill ten million people a year around the world by 2050—more than currently die from cancer. It’s hard to put a monetary value on antibiotics becoming useless, but the review tried. The figure it came up with: a hundred trillion dollars.8 You might think we’d be doing everything possible to preserve antibiotics’ life-saving power. You’d be wrong.

			The story of antibiotics starts with a healthy dose of serendipity. A young man named Alexander Fleming was earning a wage through a boring job in shipping when his uncle died, leaving him enough money to quit and to enroll in 1903 at St. Mary’s Hospital Medical School in London instead. There he became a valued member of the rifle club. The captain of the shooting team didn’t want to lose Fleming when his studies were over, so he lined up a job for him. That’s how Fleming became a bacteriologist.9

			Then, in 1928, Fleming didn’t bother to tidy up his petri dishes before going back home to Scotland on holiday. On his return, he famously noticed that one dish had become moldy in his absence, and the mold was killing the bacteria he’d used the dish to cultivate. We now know that mold as Penicillium chrysogenum, the source of penicillin.10

			Fleming tried to investigate further by making more mold, but he wasn’t a chemist—he couldn’t figure out how to make enough. He published his observations, but nobody paid attention.11 A decade passed, then more serendipity: in Oxford, Ernst Chain was flicking through back copies of medical journals when he chanced upon Fleming’s old article.12 And Chain, a Jew who’d fled Nazi Germany, was a chemist—a brilliant one.

			Chain and his colleague Howard Florey set about isolating and purifying enough penicillin for further experiments. This required more than a hundred gallons of moldy fluid every week; another colleague, Norman Heatley, rigged up a crazy-looking system involving milk churns, baths, ceramic bedpans commissioned from a local pottery company, rubber tubes, drinks bottles, and a doorbell. They employed six women to operate it, who became known as the “penicillin girls.”13

			The first patient to get an experimental dose of this penicillin was a forty-three-year-old policeman who’d scratched his cheek while pruning roses and developed septicemia. Heatley’s makeshift system couldn’t make penicillin quickly enough, and the policeman died. But by 1945, penicillin—the first mass-produced antibiotic—was rolling off production lines. Chain, Florey, and Fleming shared a Nobel Prize. And Fleming took the opportunity to issue a warning.

			“It is not difficult,” Fleming noted, “to make microbes resistant to penicillin in the laboratory by exposing them to concentrations not sufficient to kill them.”14 Fleming worried that an “ignorant man” might underdose himself, allowing drug-resistant bacteria to evolve. Yet ignorance hasn’t been the problem. We know the risks, but face incentives to take them anyway.

			Suppose I feel ill. Perhaps it’s viral, meaning antibiotics are useless. Even if it’s bacterial, I’ll probably fight it off. But if there’s any chance that antibiotics might speed my recovery, my incentive is to take them.

			Or suppose I run a pig farm. Giving routine low doses of antibiotics to my pigs is the perfect way to breed antibiotic-resistant bacteria. But that’s not my concern. My only incentive is to care about whether dosing my pigs seems to increase my revenues by more than the cost of the drugs. This is a classic example of the tragedy of the commons, where individuals rationally pursuing their own interests ultimately create a collective disaster.

			Until the 1970s, scientists kept discovering new antibiotics: when bacteria evolved resistance to one type, researchers could introduce another. But then the discoveries, and the development pipeline, dried up.15 It’s possible that new antibiotics will start coming through again. Some researchers, for example, have come up with a promising new technique to find antimicrobial compounds in soil.16 Again, though, this is all about incentives. Drug companies want to produce products that will be widely used. But what the world really needs is a new range of antibiotics that we put on the shelf and use only in the direst emergencies. But a product that doesn’t get used isn’t much of a money spinner for the drug companies. We’ll need to devise better incentives to encourage more research.*

			We’ll also need smarter regulations to govern how new antibiotics are used, by doctors and farmers alike. Denmark shows it can be done—it’s world-famous for its bacon, and it strictly controls antibiotic use in pigs.17 One key appears to be improving other regulations, to make farm animals’ living conditions less cramped and unhygienic, which makes disease less likely to spread. And recent studies suggest that when animals are kept in better conditions, routine low doses of antibiotics have very little impact on their growth.

			The pig farmer in Wuxi meant well. She clearly didn’t understand the implications of overusing antibiotics. But even if she had, she’d have faced the same economic incentives to overuse them. And that is ultimately what needs to change.
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			M-Pesa

			When fifty-three policemen in Afghanistan checked their phones, they felt sure there’d been some mistake. They knew they were part of a pilot project, in 2009, to see if public sector salaries could be paid via a new mobile money service, M-Paisa. But had they somehow overlooked the happy detail that their participation brought a pay raise? Or had someone mistyped the amount of money to send them? The message said their salary was significantly larger than usual.

			In fact, the amount was what they should have been getting all along. But previously, they received their salaries in cash, passed down from the ministry via their superior officers. And somewhere along the line, some of that cash had been getting skimmed off—about 30 percent. Indeed, the ministry soon realized that one in ten policemen whose salaries they had been dutifully handing over cash for did not, in fact, exist.

			The policemen were delighted suddenly to be getting their full salary. Their commanders were less delighted at losing their cut. One was reportedly so irate that he optimistically offered to save his officers the trouble of visiting the M-Paisa agent: just hand over your phones and PINs, and I’ll collect your salaries myself.1

			Afghanistan’s is among the developing-country economies currently being reshaped by mobile money—the ability to send payments by text message. The ubiquitous kiosks that sell prepaid mobile airtime effectively function like bank branches: you deposit cash, and the agent sends you a text message adding that amount to your balance; or you send the agent a text, and she gives you cash. And you can text some of your balance to anyone else.

			It’s an invention with roots in many places. But it first took off in Kenya. The story starts with a presentation made in Johannesburg in 2002. The speaker was Nick Hughes of Vodafone, at the World Summit for Sustainable Development. Nick Hughes’s topic was how to encourage large corporations to allocate research funding to ideas that looked risky, but might help poor countries develop.

			In the audience was a man with an answer to that question: an official for DFID, the United Kingdom’s Department for International Development. DFID had money to invest in a “challenge fund” to improve access to financial services. And phones looked interesting: DFID had noticed the customers of African mobile networks were transferring prepaid airtime to one another as a sort of quasi-currency. So the man from DFID had a proposition for Hughes: Suppose DFID chipped in a million pounds, provided Vodafone committed the same; might that help Hughes’s ideas attract the attention of his bosses?

			It did. But Hughes’s initial idea wasn’t about tackling corruption in the public sector, or any of the other imaginative uses to which mobile money is now being put. It was about something much more limited: microfinance, a hot topic in international development at the time. Hundreds of millions of would-be entrepreneurs were too poor for the banking system to bother with, so they couldn’t get loans. If only they could borrow a small amount—enough to buy a cow, perhaps, or a sewing machine, or a motorbike—they could start a thriving business. Hughes wanted to explore having microfinance clients repay their loans via text.

			By 2005, Hughes’s colleague Susie Lonie had parked herself in Kenya with Safaricom, a mobile network part-owned by Vodafone. The pilot project didn’t always look destined to be a success. Lonie recalls conducting one training session in a sweltering tin shed, battling the noise of a nearby football match and the incomprehension of microfinance clients. Before she could explain M-Pesa, she had to explain how to operate a basic mobile phone. (Pesa means “money” in Kenya, as does paisa in Afghanistan.)

			Then people started using the service. And it soon became clear that they were using it for a whole lot more than just repaying loans to microfinance institutions. Intrigued, Lonie dispatched researchers to find out what was going on.

			One woman in the pilot project said she’d texted some money to her husband when he was robbed, so he could catch the bus home. Others said they were using M-Pesa to avoid being robbed on the road, depositing money before a journey and withdrawing it on arrival. It’s the same need that the Templars met for pilgrims traveling to Jerusalem almost a thousand years ago. Businesses were depositing money overnight rather than keeping it in a safe. People were paying one another for services. And workers in the city were using M-Pesa to send money to relatives back home in outlying villages.2 It was safer than the previous option, entrusting the bus driver with cash in an envelope.

			Lonie realized they were onto something big.

			Just eight months after M-Pesa launched, a million Kenyans had signed up; as of 2017, that number is now about twenty million. Within two years, M-Pesa transfers amounted to 10 percent of Kenya’s GDP—that’s since become nearly half. Soon there were a hundred times as many M-Pesa kiosks in Kenya as ATMs.3

			M-Pesa is a textbook “leapfrog” technology: where an invention takes hold because the alternatives are poorly developed. Mobile phones allowed Africans to leapfrog their often woefully inadequate landline networks. M-Pesa exposed their banking systems, typically too inefficient to turn a profit from serving the low-income majority. If you’re plugged into the financial system, it’s easy to take for granted that paying your utility bill doesn’t require wasting hours trekking to an office and standing in a line, or that you have a safer place to accumulate savings than under the mattress. Around two billion people worldwide still lack such conveniences, though that number is falling fast—driven largely by mobile money.4 Most of the poorest Kenyans—those earning less than $1.25 a day—had signed up to M-Pesa within a few years.5

			By 2014, mobile money was in 60 percent of developing-country markets.6 Some nations, such as Afghanistan, have embraced it quickly—but it hasn’t even reached some others. Nor do most customers in developed countries have the option of sending money by text, even though it’s simpler than a banking app.

			Why did M-Pesa take off in Kenya? One big reason was the laissez-faire approach of the banking and telecoms regulators.7 Elsewhere, the bureaucrats have not always been as relaxed.8

			According to one study, what rural Kenyan households most like about M-Pesa is the convenience for family members sending money home.9 But two more benefits could be even more profound.

			The first was discovered by those Afghan policemen—tackling corruption. In Kenya, similarly, drivers soon realized that the policemen who pulled them over wouldn’t take bribes in M-Pesa: it would be linked to their phone number and could be used as evidence.10 In many places, corruption is endemic: in Afghanistan, bribes amount to a quarter of GDP.11 Kenya’s matatus, the minibuses that transport people around cities, lose a third of their revenue to theft and extortion.12

			You might think, then, that matatu operators would have welcomed Kenya’s government announcing an ambitious plan to make mobile money mandatory on matatus—after all, if the driver has no cash, he can’t be asked for bribes. But many have resisted, and the reason isn’t hard to work out.13 Cash transactions facilitate not only corruption but also tax evasion. Matatu drivers understood that when income is traceable, it is also taxable.

			That’s the other big promise of mobile money: broadening the tax base by formalizing the gray economy. From corrupt police commanders to tax-dodging taxi drivers, mobile money could eventually lead to profound changes in culture.
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			Property Registers

			Some of the most important parts of our modern economy are invisible. You can’t see radio waves. You can’t see limited liability.

			And perhaps most fundamentally, you can’t see property rights. But you can hear them.

			That’s what one Peruvian economist concluded about twenty-five years ago, while walking through the idyllic rice fields of Bali, Indonesia.1 As he passed one farm, a dog would bark at his approach. Then, quite suddenly, the first dog would stop and a new hound would begin to yap away. The boundary between one farm and the next was invisible to him—but the dogs knew exactly where it was.

			The economist’s name is Hernando de Soto. He returned to Indonesia’s capital, Jakarta, and met with five cabinet ministers to discuss setting up a formal system to register property rights. They already knew everything they needed to know, he said, cheekily. They merely needed to ask the dogs of Bali who owned what.

			Hernando de Soto is a big name in development economics. His energetic opposition to Peru’s Maoist terrorists, The Shining Path, made him enough of a target that they tried to kill him three times.2 And his big idea is to make sure that legal systems can see as much as the dogs of Bali.

			But we’re getting ahead of ourselves. At the time—the 1990s—the Indonesian government was trying to formalize property rights, but many governments have taken the opposite tack. In 1970s China, for example, where the Maoists weren’t the rebels but the government, the very idea that anyone could own anything was seditious, bourgeois thinking. Farmers on collective farms were told by Communist Party officials: You don’t own a thing. Everything belongs to the collective. What about the teeth in my head, asked one farmer. No, replied the official—even your teeth are owned by the collective.3

			But this approach worked terribly. If you don’t own anything, what incentive is there to work, to invest, to improve your land? Collective farming left farmers in desperate, gnawing poverty. In the village of Xiaogang in 1978, a group of farmers secretly met and agreed to abandon collective farming, divide up the land, and each keep whatever surplus they produced after meeting collective quotas. It was a treasonous agreement in Communist eyes, so the secret contract was hidden from officials.

			But the farmers were eventually found out: the giveaway was that their farms had produced more in one year than in the previous five years combined. It was a tremendously dangerous moment: the farmers were abused and treated like criminals. But as luck would have it, China had just installed a new leader, Deng Xiaoping. And Deng let it be known that this was the sort of experiment that had his blessing. The year 1978 was the beginning of China’s breakneck transformation from utter poverty to the largest economy on the planet.

			The experience in China shows that property rights are incredibly powerful ideas, and that up to a point, they can be handled informally, by a community. But, says Hernando de Soto, there’s a limit to what an informal community agreement can do. If everyone in my neighborhood recognizes that I own my house, that means I can use it in certain important ways. I can sleep there; I can repaint the kitchen—or install a whole new kitchen. If a burglar tries to break in, I can call for help and my neighbors will come.

			But in one critical way, it doesn’t help me that my neighbors agree that I own my house. It doesn’t help me get a loan.

			The standard way that anyone raises a serious line of credit is to pledge property as collateral. Land and buildings make particularly good collateral because they tend to increase in value, and it’s hard to hide them from creditors.

			But if I want to use my house as collateral for a bank loan, to set up a business or install that new kitchen, I need to prove that the house really is mine. And the bank needs to be confident that it could take the house away from me if I don’t repay the money I borrowed. To turn a house from a place where I sleep into a place that underpins a business loan requires an invisible web of information that the legal system and the banking system use.

			For Hernando de Soto, this invisible web is the difference between my house being an asset—something useful that I own—and being capital—an asset recognized by the financial system.

			And it’s clear that a lot of assets in poor countries are informally held—de Soto calls them “dead capital,” useless for securing a loan. His estimate was that at the start of the twenty-first century there were almost $10 trillion worth of dead capital across the developing world, mostly in the form of unregistered land or buildings. That’s more than $4,000 for every person. Other researchers think that’s an overestimate and the true figure is probably $3 or $4 trillion—but it’s still clearly a huge amount.4

			But how do assets become capital? How does the invisible web get woven? Sometimes it’s a top-down affair. Perhaps the first recognizably modern property registry was in Napoleonic France. Napoleon needed to tax things to fund his incessant wars, and property was a good target for taxation. So he decreed that all French properties would be carefully mapped and their ownership would be registered. Such a property map is called a cadastre, and Napoleon proudly proclaimed that “a good cadastre of the parcels will be the complement of my civil code.” After conquering Switzerland, the Netherlands, and Belgium, Napoleon introduced cadastral maps there as well.5

			In the mid-1800s, the idea of the land registry spread quickly through the British Empire, too: state surveyors produced maps, and the department for land would allocate title deeds. It was swift and fairly efficient, and of course at the time nobody with any power had much interest in the fact that most of the allocations were also confiscations from the indigenous people who had their own claims on the land.6

			In the United States, there was a bottom-up approach. After decades of treating squatters as criminals, the state began to think of them as bold pioneers. The U.S. government tried to formalize informal property claims, using the Preemption Act of 1841 and the Homestead Act of 1862. Again, the rights of the native people who had been living there for thousands of years were not regarded as of much significance.7

			It was hardly justice. But it was profitable. By turning a land-grab into a legally recognized property right, these land-registry processes unlocked decades of investment and improvement. And some economists—most prominently Hernando de Soto himself—argue that the best way to create property registers and cadastral maps for developing countries today is to use the same bottom-up process of recognizing informal property rights.

			But do improved property registers really unlock what de Soto calls “dead capital”? The answer depends on whether there’s a banking system capable of lending and an economy worth borrowing money to invest in.

			And it also depends on how smoothly the property register works. De Soto found that in Egypt, legally registering property involved 77 procedures, 31 different agencies, and took between five and thirteen years. In the Philippines, everything was twice as complicated: 168 procedures, 53 agencies, and a thirteen-to-twenty-five-year waiting list. Faced with such obstacles, even formally registered properties will soon become informal again—the next time the property is traded, both the buyer and the seller will decide that formalizing the deal is just too time-consuming.8

			But get it right, and the results can be impressive. In Ghana, farmers with a clearer right to transfer their property to others invested more in their land.9 Around the globe, the World Bank has found, after controlling for income and economic growth, the countries with simpler, quicker property registries also had less corruption, less gray-market activity, more credit, and more private investment.10

			Property registries occupy a strange place in the political spectrum. On the right, people demand that the government step aside and make space for entrepreneurs. On the left, people urge the government to step forward and involve itself in the economy. Creating and maintaining a property registry is an activity that sits in the overlap of that Venn diagram. If de Soto is right, the government has to act, but it has to act with a minimum of red tape.

			Meanwhile, property registries are unfashionable, unloved, and even unknown. But without them, many economies would go to the dogs.
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			Inventing the Wheel

			As I wrote in the introduction, this book has been an attempt to identify fifty illuminating stories about how inventions have shaped the modern economy, and decidedly not an attempt to define the fifty most significant inventions in economic history. Nobody could hope to agree on those. But if we tried, one that would surely make most people’s lists would be the wheel.

			The wheel didn’t make the cut in this book, partly because you’d need a book to do it justice. In the modern world we’re surrounded by wheels, from the obvious (cars, bikes, and trains) to the subtle (the drum in your washing machine, the cooling fan in your computer). Archaeologists believe that the first wheels were probably not—as you might expect—used for transport but for pottery. One could reasonably credit the wheel for the contents of your crockery cupboard.

			But this book does contain plenty of metaphorical wheels: the simple inventions that do a job so well that “reinventing the wheel” would be foolish. We’ve seen some of these “wheels” already—the plow is one; the shipping container is another; so is barbed wire. One of the ultimate wheels is the idea of writing. One can always try to improve on these ideas, but in each case the basic concept has been brilliantly effective.

			I have to admit that in writing this book, my favorite inventions have been the wheels.

		

	
		
			44.

			Paper

			The Gutenberg printing press: Invented in the 1440s by Johannes Gutenberg, a goldsmith from Mainz, it’s widely considered one of humanity’s defining inventions. Gutenberg figured out how to make large quantities of durable metal type, and how to fix that type firmly enough to print hundreds of copies of a page, yet flexibly enough that the type could then be reused to print an entirely different page. Gutenberg’s famous Bibles were objects beautiful enough to rival the calligraphy of the monks. You can probably picture a page if you close your eyes—the crisp black Latin script is perfectly composed into two dense blocks of text, occasionally highlighted with a flourish of red ink.

			Actually, you can quibble with Gutenberg’s place in history. He wasn’t the first to invent a movable-type press—it was originally developed in China. Even as Gutenberg was inventing his press in the heart of Europe (modern-day Mainz is in western Germany), Koreans were ditching their entire method of writing to make printing easier, cutting tens of thousands of characters down to just twenty-eight.1 It’s often said that Gutenberg single-handedly created mass literacy, but that’s not true, either—literacy was common six or seven hundred years earlier in the Abbasid Caliphate, spanning the Middle East and North Africa.2

			Still, the Gutenberg press changed the world. It led to Europe’s reformation, science, the newspaper, the novel, the school textbook, and much else.3 But it could not have done so without another invention, just as essential but much more often overlooked: paper.

			Paper was another Chinese idea, just over two thousand years ago. At first, they used it for wrapping precious objects. But soon they began to write on it—it was lighter than bamboo and cheaper than silk. Soon the Arabic world embraced it.* But Christians in Europe didn’t do so until much later; paper came to Germany just a few decades before Gutenberg’s press.

			What took so long? Europeans, with their danker climate, needed a slightly different kind of paper than that produced by the Arabs. But the real obstacle was lack of demand. For centuries, Europeans just didn’t need the stuff. They had parchment, which is made of animal skin. Parchment was pricey: a parchment Bible required the skins of 250 sheep.4 Since so few people could read or write, that hardly mattered. But as a commercial class arose, with more workaday needs like contracts and accounts, the cheaper writing material being used by the Arabs started to look attractive. And the existence of cheap paper made the economics of printing look attractive, too: the setup cost of typesetting could easily be offset with a long print run. That meant either slaughtering a million sheep—or using paper.

			And printing is only the start of paper’s uses.5 We decorate our walls with it—as wallpaper or posters and photographs. We filter tea and coffee through it. We package milk and juice in it. As corrugated cardboard, we make boxes with it—or even buildings. An architect named Tina Hovsepian makes “Cardborigami” buildings—origami-inspired weatherproof cardboard structures that can be folded up, transported, then reassembled within an hour on the site of a humanitarian emergency.6

			There’s wrapping paper and greaseproof paper and sandpaper. There are paper napkins, paper receipts, and paper tickets. And in the 1870s, the same decade that produced the telephone and the lightbulb, the British Perforated Paper Company produced a kind of paper that was soft, strong, and absorbent—the world’s first dedicated toilet paper.

			Paper can seem charming and artisanal, but it is the quintessential industrial product, churned out at incredible scale. Indeed, when Christian Europeans finally did embrace paper, they created arguably the continent’s first heavy industry. Initially, they made paper from pulped cotton. This requires some kind of chemical to break down the raw material—the ammonia from urine works well, so for centuries the paper mills of Europe stank as soiled garments were pulverized in a bath of human piss. The pulping also needs a tremendous amount of mechanical energy: one of the early sites of paper manufacture, Fabriano in Italy, used fast-flowing mountain streams to power massive drop-hammers.7

			Once finely macerated, the cellulose from the cotton breaks free and floats around in a kind of thick soup; the soup is then thinly poured and allowed to dry, where the cellulose reforms as a strong, flexible mat.8 Over the years, the process saw innovation after innovation: threshing machines, bleaches, additives—each one designed to make paper more quickly and cheaply, even if the result was often a more fragile surface that yellowed and cracked with age. Paper became an inexpensive product—ideally suited for the everyday jottings of middle-class life. By 1702, paper was so cheap it was used to make a product explicitly designed to be thrown away after just twenty-four hours: The Daily Courant, Britain’s and the world’s first daily newspaper.9

			And then came an almost inevitable industrial crisis: Europe and America became so hungry for paper that they began to run out of rags. The situation became so desperate that scavengers combed battlefields after wars, stripping the dead of their bloodstained uniforms to sell to paper mills.10 There was an alternative source of cellulose for making paper: wood. The Chinese had long known how to do it, but the idea was slow to take off in Europe. In 1719, a French biologist, René-Antoine Ferchault de Réaumur, wrote a scientific paper pointing out that wasps could make paper nests by chewing up wood, so why couldn’t humans? He was ignored for years, and when his idea was rediscovered, papermakers found that wood is not an easy raw material—and it doesn’t contain nearly as much cellulose as cotton rags. It was the mid–nineteenth century before wood became a significant source for paper production in the West.11

			Today, paper is increasingly made out of paper itself—often recycled, appropriately enough, in China. A cardboard box emerges from the paper mills of Ningbo, 130 miles south of Shanghai; it’s used to package a laptop computer; the box is shipped across the Pacific; the laptop is extracted, and the box is thrown into a recycling bin in Seattle. Then it’s shipped back to Ningbo, to be pulped and turned into another box.12 The process can be repeated six or seven times before the paper fibers themselves become weak and unusable.13

			When it comes to writing, though, some say paper’s days are numbered—that the computer will usher in the age of the “paperless office.” The trouble is, the paperless office has been predicted since Thomas Edison in the late nineteenth century. Remember those wax cylinders, the technology that ushered in recorded music and introduced an age of vast inequality of musicians’ incomes? Edison thought they’d be used to replace paper: office memos would be recorded on his wax cylinders instead. Even Thomas Edison wasn’t right about everything—and when it comes to the death of paper, many other prognosticators have been made to look like fools.

			The idea of the paperless office really caught on as computers started to enter the workplace in the 1970s, and it was repeated in breathless futurologists’ reports for the next quarter of a century.14 Meanwhile, paper sales stubbornly continued to boom: yes, computers made it easy to distribute documents without paper, but computer printers made it equally easy for the recipients to put them on paper anyway. America’s copiers, fax machines, and printers continued to spew out enough sheets of ordinary office paper to cover the country every five years.15 After a while, the idea of the paperless office became less of a prediction and more of a punchline.

			Perhaps habits are finally changing: In 2013, the world hit peak paper.16 Many of us may still prefer the feel of a book or a physical newspaper to swiping a screen, but the cost of digital distribution is now so much lower, we often go for the cheaper option. Finally, digital is doing to paper what paper did to parchment with the help of the Gutenberg press: outcompeting it, not on quality, but on price.

			Paper may be on the decline, but it’s hard to imagine it disappearing any more than the wheel itself is likely to disappear. It will survive not just on the supermarket shelf or beside the lavatory, but in the office, too. Old technologies have a habit of enduring. We still use pencils and candles. The world still produces more bicycles than cars.17 Paper was never just a home for the beautiful typesetting of a Gutenberg Bible; it was everyday stuff. And for jottings, lists, and doodles, you still can’t beat the back of an envelope.
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			Index Funds

			What’s the best financial investment in the world?

			If anyone knows the answer, it’s Warren Buffett. Buffett is the world’s richest investor and one of the world’s richest people. He’s worth tens of billions of dollars, accumulated over decades of savvy investments. And Warren Buffett’s advice? It’s in a letter he wrote to his wife, advising her how to invest after he dies. And it’s been published online for anyone to read.

			Those instructions: Pick the most mediocre investment you can imagine. Put almost everything into “a very low-cost S&P 500 index fund.”1

			Yes. An index fund. The idea of an index fund is to be mediocre by definition—to passively track the market as a whole by buying a little of everything, rather than to try to beat the market with clever stock picks—the kind of clever stock picks that Warren Buffett himself has been making for more than half a century.

			Index funds now seem completely natural—part of the very language of investing. But as recently as 1976, they didn’t exist.

			Before you can have an index fund, you need an index. In 1884, a financial journalist named Charles Dow had the bright idea that he could take the price of some famous company stocks and average them, then publish the average going up and down. He ended up founding not only the Dow Jones company, but also The Wall Street Journal.2

			The Dow Jones Industrial Average didn’t pretend to do anything much except track how shares were doing, as a whole. But thanks to Charles Dow, pundits could now talk about the stock market rising by 2.3 percent or falling by 114 points. More sophisticated indices followed—the Nikkei, the Hang Seng, the Nasdaq, the FTSE, and most famously the S&P 500. They quickly became the meat and drink of business reporting all around the world.

			Then, in the autumn of 1974, the world’s most famous economist took an interest. The economist’s name was Paul Samuelson. He had revolutionized the way economics was practiced and taught, making it more mathematical—more like engineering and less like a debating club. His book Economics was America’s best-selling textbook in any subject for almost thirty years. He advised President Kennedy. He won one of the first Nobel memorial prizes in economics.3

			Samuelson had already proved the most important idea in financial economics: that if investors were thinking rationally about the future, the price of assets such as shares and bonds should fluctuate randomly. That seems paradoxical, but the intuition is that all the predictable movements have already happened: lots of people will buy a share that’s obviously a bargain, and then the price will rise and it won’t be an obvious bargain anymore.

			That idea has become known as the efficient-markets hypothesis. It’s probably not quite true; investors aren’t perfectly rational, and some investors are more interested in covering their backsides than they are in taking well-judged risks. (Some fund managers stick with the herd, meaning that when things go wrong they have the excuse that everyone else made the same mistake.) But the efficient-markets hypothesis is mostly true. And the truer it is, the harder it’s going to be for anyone to beat the stock market.

			Samuelson looked at the data and found—embarrassingly for the investment industry—that, indeed, in the long run most professional investors didn’t beat the market. And while some did, good performance often didn’t last. There’s a lot of luck involved and it’s hard to distinguish that luck from skill.

			Samuelson laid out his thinking in an article titled “Challenge to Judgment,” which said that most professional investors should quit and do something useful instead, like plumbing.4 And Samuelson went further: he said that since professional investors didn’t seem to be able to beat the market, somebody should set up an index fund—a way for ordinary people to invest in the performance of the stock market as a whole, without paying a fortune in fees for fancy professional fund managers to try, and fail, to be clever.

			At this point, something interesting happened: a practical businessman actually paid attention to what an academic economist had written. John Bogle had just founded a company, Vanguard, whose mission was to provide simple mutual funds for ordinary investors—no fuss, no fancy stuff, low fees. And what could be simpler and cheaper than an index fund—as recommended by the world’s most respected economist? And so Bogle decided he was going to make Paul Samuelson’s wish come true. He set up the world’s first index fund and waited for investors to rush in.5

			They didn’t. When Bogle launched the First Index Investment Trust in August 1976, it flopped. Investors weren’t interested in a fund that was guaranteed to be mediocre. Financial professionals hated the idea—some even said it was un-American. It was certainly a slap in their faces: Bogle was effectively saying, “Don’t pay these guys to pick stocks, because they can’t do better than random chance. Neither can I, but at least I charge less.” People called Vanguard’s index fund “Bogle’s Folly.”

			But Bogle kept faith, and slowly people started to catch on. Active funds are expensive, after all; they often trade a lot, buying and selling stocks in search of bargains. They pay analysts handsomely to fly around meeting company directors. The annual fees might sound modest—just a percent or two—but they soon mount up: if you’re saving for retirement, a one percent annual fee could easily eat away a quarter or more of your retirement fund. Now, if the analysts consistently outperform the market, then even that sort of fee would be money well spent. But Samuelson showed that, in the long run, most don’t.

			The super-cheap index funds looked, over time, to be a perfectly credible alternative to active funds—without all the costs. So slowly and surely, Bogle’s funds grew and spawned more and more imitators—each one passively tracking some broad financial benchmark or other, each one tapping into Paul Samuelson’s basic insight that if the market is working well you might as well sit back and go with the flow. Forty years after Bogle launched his index fund, fully 40 percent of U.S. stock market funds are passive trackers rather than active stock-pickers.6 You might say that the remaining 60 percent are clinging to hope over experience.

			Index investing is a symbol of the power of economists to change the world that they study. When Paul Samuelson and his successors developed the idea of the efficient-markets hypothesis, they changed the way that markets themselves worked—for better or for worse. It wasn’t just the index fund. Other financial products such as derivatives really took off after economists figured out how to value them.7 Some scholars think the efficient-markets hypothesis itself played a part in the financial crisis, by encouraging something called “mark to market” accounting—where a bank’s accountants would figure out what its assets were worth by looking at their value on financial markets. There’s a risk that such accounting leads to self-reinforcing booms and busts, as everyone’s books suddenly and simultaneously look brilliant, or terrible, because financial markets have moved.8

			Samuelson himself, understandably, thought that the index fund had changed the world for the better. It’s already saved ordinary investors literally hundreds of billions of dollars.9 That’s a big deal: for many, it’ll be the difference between scrimping and saving or relative comfort in old age. In a speech in 2005, when Samuelson himself was ninety years old, he gave Bogle the credit. He said, “I rank this Bogle invention along with the invention of the wheel, the alphabet, Gutenberg printing, and wine and cheese: a mutual fund that never made Bogle rich but elevated the long-term returns of the mutual-fund owners. Something new under the sun.”10
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			The S-Bend

			Gentility of speech is at an end,” thundered an editorial in London’s City Press in 1858. “It stinks.”1

			The stink in question was partly metaphorical: politicians were failing to tackle an obvious problem. As London’s population grew, the city’s system for disposing of human waste became woefully inadequate. To relieve pressure on cesspits—which were prone to leaking, overflowing, and belching explosive methane—the authorities had instead started encouraging sewage into gullies.2 However, this created a different issue: the gullies were originally intended only for rainwater, and they emptied directly into the River Thames.

			That was the literal stink—the Thames became an open sewer. The distinguished scientist Michael Faraday was moved by a boat journey to write to The Times. He described the river water as “an opaque, pale brown fluid. . . . Near the bridges the feculence rolled up in clouds so dense that they were visible at the surface.” The smell, he said, was “very bad . . . the same as that which now comes up from the gulley holes in the streets.”

			Cholera was rife. One outbreak killed 14,000 Londoners—nearly one in every hundred. Civil engineer Joseph Bazalgette drew up plans for new, closed sewers to pump the waste far from the city. It was this project that politicians came under pressure to approve.

			Faraday ended his letter by pleading with “those who exercise power or have responsibility” to stop neglecting the problem, lest “a hot season gives us sad proof of the folly of our carelessness.”3 And three years later, that’s exactly what happened. The sweltering-hot summer of 1858 made London’s malodorous river impossible to politely ignore or to discuss obliquely with “gentility of speech.” The heat wave became popularly known as the “Great Stink.”

			If you live in a city with modern sanitation, it’s hard to imagine daily life being permeated with the suffocating stench of human excrement. For that, we have a number of people to thank—but perhaps none more so than the unlikely figure of Alexander Cumming. A watchmaker in London a century before the Great Stink, Cumming won renown for his mastery of intricate mechanics: he served as a judge for the Longitude Prize, which spurred John Harrison’s development of the world’s best timekeeping device. King George III commissioned Cumming to make an elaborate instrument for recording atmospheric pressure, and he pioneered the microtome, a device for cutting ultrafine slivers of wood for microscopic analysis.

			But Cumming’s world-changing invention owed nothing to precision engineering. It was a bit of pipe with a curve in it.

			In 1775, Cumming patented the S-bend. This became the missing ingredient to create the flushing toilet—and, with it, public sanitation as we know it. Flushing toilets had previously foundered on the problem of smell: the pipe that connects the toilet to the sewer, allowing urine and feces to be flushed away, will also let sewer odors waft back up—unless you can create some kind of airtight seal.

			Cumming’s solution was simplicity itself: bend the pipe. Water settles in the dip, stopping smells from coming up; flushing the toilet replenishes the water. While we’ve moved on alphabetically from the S-bend to the U-bend, flushing toilets still deploy the same insight: Cumming’s invention was almost unimprovable.

			Rollout, however, came slowly: by 1851, flushing toilets remained novel enough in London to cause mass excitement when they were introduced at the Great Exhibition in Crystal Palace.4 Use of the facilities cost one penny, giving the English language one of its enduring euphemisms for emptying one’s bladder: “to spend a penny.” Hundreds of thousands of Londoners queued for the opportunity to relieve themselves while marveling at the miracles of modern plumbing.

			If the Great Exhibition gave Londoners a vision of how public sanitation could be—clean and odor-free—no doubt that added to the weight of popular discontent as politicians dragged their heels over finding the funds for Joseph Bazalgette’s planned sewers. Those plans weren’t perfect. At the time, it was wrongly believed that smell caused disease, so Bazalgette assumed it would suffice to pump the sewage into the Thames farther downstream. As it happened, that did largely solve the actual cause of cholera—contaminated drinking water—but it didn’t help if you wanted to fish in the estuary or bathe on a nearby beach. Cities that are currently experiencing infrastructure-stretching population explosions now have much more knowledge to draw on than was available in 1850s London.

			But we still haven’t reliably managed to solve the problem of collective action, how to get “those who exercise power or have responsibility,” as Faraday put it, to organize themselves. There has been a great deal of progress. According to the World Health Organization, the proportion of the world’s people who have access to what’s called “improved sanitation” has increased from around a quarter in 1980 to around two-thirds today. That’s a big step forward.5

			Still, 2.5 billion people remain without improved sanitation, and improved sanitation itself is a low bar: the definition is that it “hygienically separates human excreta from human contact,” but it doesn’t necessarily treat the sewage itself. Fewer than half the world’s people have access to sanitation systems that do that.6

			The economic costs of this ongoing failure to roll out proper sanitation are many and varied, from health care for diarrheal diseases to foregone revenue from hygiene-conscious tourists. The World Bank’s “Economics of Sanitation Initiative” has tried to tot up the price tag—across various African countries, for example, it reckons inadequate sanitation lops 1 or 2 percentage points off GDP; in India and Bangladesh, more than 6 percent; in Cambodia, 7 percent.7 That soon adds up: countries that have made good use of Cumming’s S-bend are now a whole lot richer for it.

			The challenge is that public sanitation isn’t something the market necessarily provides. Toilets cost money, but defecating in the street is free. If I install a toilet, I bear all the costs, while the benefits of the cleaner street are felt by everyone. In economic parlance, that’s what is known as a positive externality—and goods that have positive externalities tend to be bought at a slower pace than society, as a whole, would prefer.

			The most striking example is the “flying toilet” system of Kibera, a famous slum in Nairobi, Kenya. The flying toilet works like this: you poop into a plastic bag, and then in the middle of the night, whirl the bag around your head and hurl it as far away as possible. Replacing a flying toilet with a flushing toilet provides benefits to the toilet owner—but you can bet that the neighbors would appreciate it, too.8

			Contrast, say, the mobile phone. That doesn’t have as many positive externalities. It does have some: If I buy a phone, my neighbors with phones can contact me more easily, which benefits them. But given the choice, they’d surely prefer that I instead refrain from throwing excrement around. But most of the benefits of owning a phone accrue to me. Suppose, then, that I’m deciding whether to buy a phone or save that money toward a toilet: if I altruistically add up the benefits to myself and my neighbors, I might decide on the toilet; if I selfishly look only at the benefits to myself, I might prefer the phone. That’s one reason why, although the S-bend has been around for ten times as long as the mobile phone, many more people currently own a mobile phone than a flushing toilet.9

			In Kibera, efforts to eliminate the flying toilets have centered around a small number of communal washroom blocks—and the distribution of specially designed toilet bags that can be filled, collected, and used for compost. It’s an ad hoc solution to the constraints of Kibera.10

			Modern sanitation requires more than a flushing toilet, of course; it helps if there’s a system of sewers to plumb it into, and creating one is a major undertaking—financially and logistically. When Joseph Bazalgette finally got the cash to build London’s sewers, they took ten years to complete and necessitated digging up about 90 million cubic feet of earth.11 Because of the externality problem, such a project might not appeal to private investors: it tends to require determined politicians, willing taxpayers, and well-functioning municipal governments to accomplish. And those are in short supply. According to a study published in 2011, just 6 percent of India’s towns and cities have succeeded in building even a partial network of sewers. The capacity for delay seems almost unlimited.12

			London’s lawmakers likewise procrastinated—but when they finally acted, they didn’t hang around. It took just eighteen days to rush through the necessary legislation for Bazalgette’s plans. As we’ve seen, whether it’s deregulating the U.S. trucking industry, reforming property registers in Peru, or making sure that banking doesn’t destabilize the economy, it’s not easy to get politicians to act with speed and wisdom. So what explains this remarkable alacrity?

			A quirk of geography: London’s parliament is located next to the River Thames. Officials tried to shield lawmakers from the Great Stink, soaking the building’s curtains in chloride of lime in a bid to mask the stench. But it was no use; try as they might, the politicians couldn’t ignore it. The Times described, with a note of grim satisfaction, how members of Parliament had been seen abandoning the building’s library, “each gentleman with a handkerchief to his nose.”13 If only concentrating politicians’ minds were always that easy.
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			Paper Money

			Almost 750 years ago, a young Venetian merchant named Marco Polo wrote a remarkable book chronicling his travels in China. It was called The Book of the Marvels of the World, and it was full of descriptions of strange foreign customs that Marco claimed to have seen. But there was one, in particular, that was so extraordinary, Marco Polo could barely contain himself: “Tell it how I might,” he wrote, “you never would be satisfied that I was keeping within truth and reason.”

			What was exciting Marco so much? He was one of the first Europeans to witness an invention that remains at the foundation of the modern economy: paper money.

			Of course, the paper itself isn’t the point. Modern paper money isn’t made of paper—it’s made of cotton fibers or a flexible plastic weave. And the Chinese money that so fascinated Marco Polo wasn’t quite paper, either. It was made from a black sheet derived from the bark of mulberry trees, signed by multiple officials, and, with a seal smothered in bright red vermillion, authenticated by the Chinese emperor Genghis Khan himself. The chapter of Marco Polo’s book was titled, somewhat breathlessly: “How the Great Khan Causes the Bark of Trees, Made into Something Like Paper, to Pass for Money All over His Country.”

			The point is that whatever these notes were made of, their value didn’t come from the preciousness of the substance, as with a gold or silver coin. Instead, the value was created purely by the authority of the government. Paper money is sometimes called fiat money—the Latin word fiat means “Let it be done.” The Great Khan announces that officially stamped mulberry bark is money—and lo, let it be done. Money it is.

			The genius of this system amazed Marco Polo, who explained that the paper money circulated as though it was gold or silver itself. Where was all the gold that wasn’t circulating? Well, the emperor kept a tight hold of that.

			The Mulberry money itself wasn’t new when Marco Polo heard about it. It had emerged nearly three centuries earlier, around the year 1000 in Sichuan, China—a region now best known for its fiery cuisine. Sichuan was a frontier province, bordered by sometimes hostile states. China’s rulers didn’t want valuable gold and silver coins currency to leak out of Sichuan into foreign lands, and so they told Sichuan to use coins made of iron.1

			Iron coins aren’t terribly practical. If you traded in a handful of silver coins—just two ounces’ worth—you’d be given your own body weight in iron coins. Even something simple like salt was worth more, ounce for ounce, than iron—so if you went to the market for groceries, your sackful of coins on the way there would weigh more than the bag of goods that you brought back.2

			It’s no surprise that they began to experiment with an alternative.3

			That alternative was called jiaozi, or “exchange bills.” They were simply IOUs. Instead of carrying around a wagonload of iron coins, a well-known and trusted merchant would write an IOU and promise to pay his bill later when it was more convenient for everyone.

			But then something unexpected happened. These IOUs, these jiaozi, started to trade freely.

			Suppose I supply some goods to the eminently reputable Mr. Zhang, and he gives me an IOU. When I go to your shop later, rather than pay you with iron coins—who does that?—I could write you an IOU. But it might be simpler—and indeed you might prefer it—if instead I give you Mr. Zhang’s IOU. After all, we both know that Mr. Zhang is good for the money.

			Now you and I and Mr. Zhang have together created a kind of primitive paper money—it’s a promise to repay that has a marketable value of its own—and can be passed around from person to person without being redeemed. The very idea of this is slightly bewildering at first, but as we saw earlier this sort of tradable debt has emerged at other times—the checks passed around Ireland during the banking strike of the 1970s, or in 1950s Hong Kong, or even the willow tally sticks of late medieval England.

			The new system of tradable promises is very good news for Mr. Zhang, because as long as one person after another finds it convenient simply to pass on his IOU as a way of paying for things, Mr. Zhang never actually has to stump up the iron coins. Effectively, he enjoys an interest-free loan for as long as his IOU continues to circulate. Better still, it’s a loan that he may never be asked to repay.

			No wonder the Chinese authorities started to think these benefits ought to accrue to them rather than to the likes of Mr. Zhang. At first they regulated the issuance of jiaozi and produced rules about how they should look. Soon enough, the authorities outlawed private jiaozi and took over the whole endeavor themselves. The official jiaozi currency was a huge hit; it circulated across regions and even internationally. In fact, the jiaozi even traded at a premium, because they were so much easier to carry around than metal coins.

			Initially, government-issued jiaozi could be redeemed for coins on demand, exactly as the private jiaozi had been. This is a logical enough system: it treats the paper notes as a placeholder for something of real value. But the government soon moved stealthily to a fiat system, maintaining the principle but abandoning the practice of redeeming jiaozi for metal. Bring an old jiaozi in to the government treasury to be redeemed, and you would receive . . . a crisp new jiaozi.

			That was a very modern step. The money we use today all over the world is created by central banks and it’s backed by nothing in particular except the promises to replace old notes with fresh ones. We’ve moved from a situation where Mr. Zhang’s IOU circulates without ever being redeemed, to the mind-bending situation where the government’s IOUs circulate despite the fact they cannot be redeemed.

			For governments, fiat money represents a temptation: a government with bills to pay can simply print more money. And when more money chases the same amount of goods and services, prices go up. The temptation quickly proved too great to resist. Within a few decades of its invention in the early eleventh century, the jiaozi was devalued and discredited, trading at just 10 percent of its face value.

			Other countries have since suffered much worse. Weimar Germany and Zimbabwe are famous examples of economies collapsing into chaos as excessive money-printing rendered prices meaningless. In Hungary in 1946, prices trebled every day. Walk into a Budapest café back then, and it was better to pay for your coffee when you arrived, not when you left.4

			These rare but terrifying episodes have convinced some economic radicals that fiat money can never be stable: they yearn for a return to the days of the gold standard, when paper money could be redeemed for a little piece of precious metal. But mainstream economists generally now believe that pegging the money supply to gold is a terrible idea. Most regard low and predictable inflation as no problem at all—perhaps even a useful lubricant to economic activity because it guards against the possibility of deflation, which can be economically disastrous. And while we may not always be able to trust central bankers to print just the right amount of new money, it probably makes more sense than trusting miners to dig up just the right amount of new gold.

			The ability to fire up the printing presses is especially useful in crisis situations. After the 2007 financial crisis, the U.S. Federal Reserve pumped trillions of dollars into the economy, without creating inflation. In fact, the printing presses were metaphorical: those trillions were created by keystrokes on computers in the global banking system. As a wide-eyed Marco Polo might have put it: “The great Central Bank Causes the Digits on a Computer Screen, Made into Something Like Spreadsheets, to Pass for Money.” Technology has changed, but what passes for money continues to astonish.
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			Concrete

			About fifteen years ago, poor families in the Coahuila state of Mexico were offered an unusual handout from a social program called Piso Firme. It wasn’t a place at school, a vaccination, food, or even money. It was $150 worth of ready-mixed concrete. Workers would drive concrete mixers through poor neighborhoods, stop outside the home of a needy family, and pour out the porridgelike mixture, through the door, right into the living room.1 Then they would show the occupants how to spread and smooth the gloop, and make sure they knew how long to leave it to dry. And they’d drive off to the next house.

			Piso Firme means “firm floor,” and when economists studied the program they found that the ready-mixed concrete dramatically improved children’s education. How so? Previously, most house floors were made of dirt. Parasitic worms thrive in dirt, spreading diseases that stunt kids’ growth and make them sick. Concrete floors are much easier to keep clean: so the kids were healthier, they went to school more regularly, and their test scores improved. Living on a dirt floor is unpleasant in many other ways: economists also found that parents in the program’s households became happier, less stressed, and less prone to depression when they lived in houses with concrete floors. That seems to be $150 well spent.

			Beyond the poor neighborhoods of Coahuila state, concrete often has a less wonderful reputation. It’s a byword for ecological carelessness: concrete is made of sand, water, and cement, and cement takes a lot of energy to produce; the production process also releases carbon dioxide, a greenhouse gas. That might not be such a problem in itself—after all, steel production needs a lot more energy—except that the world consumes absolutely vast quantities of concrete: five tons per person, per year. As a result the cement industry emits as much greenhouse gas as aviation.2 Architecturally, concrete implies lazy, soulless structures: ugly office blocks for provincial bureaucrats; multistory parking garages with stairwells that smell of urine. Yet it can also be shaped into forms that many people find beautiful—think of the Sydney Opera House, or Oscar Niemeyer’s cathedral in Brasilia.

			Perhaps it’s no surprise that concrete can evoke such confusing emotions. The very nature of the stuff feels hard to pin down. “Is it Stone? Yes and No,” opined the great American architect Frank Lloyd Wright in 1927. He continued. “Is it Plaster? Yes and No. Is it Brick or Tile? Yes and No. Is it Cast Iron? Yes and No.”3

			That it’s a great building material, however, has been recognized for millennia—perhaps even since the dawn of human civilization. There’s a theory that the very first settlements, the first time that humans gathered together outside their kinship groups—nearly twelve thousand years ago at Göbekli Tepe in southern Turkey—were because someone had figured out how to make cement, and therefore concrete.4 It was certainly being used more than eight thousand years ago by desert traders to make secret underground cisterns to store scarce water; some of these cisterns still exist in modern-day Jordan and Syria. The Mycenaeans used it over three thousand years ago to build tombs you can see in the Peloponnese in Greece.

			The Romans were serious about concrete. Using a naturally occurring cement from volcanic ash deposits at Puteoli, near Pompeii and Mount Vesuvius, they built their aqueducts and their bathhouses. Walk into the Pantheon in Rome, a building that will soon celebrate its 1,900th birthday. Gaze up at what was, for centuries, the largest dome on the planet.5 You’re looking at concrete. It’s shockingly modern.

			Many Roman brick buildings are long gone—but not because the bricks themselves have decayed. They’ve been cannibalized for parts. Roman bricks can be used to make modern buildings. But the concrete Pantheon? One of the reasons it has survived for so long is because the solid concrete structure is absolutely useless for any other purpose. Bricks can be reused; concrete can’t.6 It can only be reduced to rubble. And the chances of its becoming rubble depend on how well it’s made. Bad concrete—too much sand, too little cement—is a deathtrap in an earthquake. But well-made concrete is waterproof, stormproof, fireproof, strong, and cheap.

			That’s the fundamental contradiction of concrete: incredibly flexible while you’re making something, utterly inflexible once it’s made. In the hands of an architect or a structural engineer, concrete is a remarkable material; you can pour it into a mold, set it to be slim and stiff and strong in almost any shape you like. It can be dyed, or gray; it can be rough, or polished smooth like marble. But the moment the building is finished, the flexibility ends: cured concrete is a stubborn, unyielding material.

			Perhaps that is why the material has become so associated with arrogant architects and autocratic clients—people who believe that their visions are eternal, rather than likely to need deconstructing and reconstructing as times and circumstances change. In 1954, Soviet leader Nikita Khrushchev delivered a two-hour speech praising concrete, and proposing in some detail his ideas for standardizing it still further. He wanted to embrace “a single system of construction for the whole country.”7 No wonder we think of concrete as something that is imposed on people, not something they choose for themselves.

			Concrete is permanent and yet throwaway. It lasts forever. In a million years, when our steel has rusted and our wood has rotted, concrete will remain. But many of the concrete structures we’re building today will be useless within decades. That’s because, more than a century ago, there was a revolutionary improvement in concrete—but it’s an improvement with a fatal flaw.

			In the mid–nineteenth century, a French gardener, Joseph Monier, was dissatisfied with the available range of flowerpots. Concrete pots had become fashionable, but they were either brittle or bulky. Customers loved the modern look, but Monier didn’t want to have to lug around cumbersome planters, and so he experimented with pouring concrete over a steel mesh. It worked brilliantly.8

			Monier had been rather lucky. Reinforcing concrete with steel simply shouldn’t work, because different materials tend to expand by different amounts when they warm up. A concrete flowerpot in the sun should crack, as the concrete expands by a certain amount and the steel inside expands at a different rate. But by a splendid coincidence, concrete and steel expand in a similar way when they heat up; they’re a perfect pairing.9

			But Monier rode his luck: over time he realized that reinforced concrete had many more applications besides flowerpots—railway sleepers, building slabs, and pipes—and he patented several variants of the invention, which he exhibited at the Paris International Exhibition in 1867.

			Other inventors took up the idea, testing the limits of reinforced concrete and working out how to improve it. Less than twenty years after Monier’s first patent, the elegant idea of prestressing the steel was patented. The prestressing makes the concrete stronger—it partly counteracts the forces that will act on the concrete when it’s in use. Prestressing allows engineers to use much less steel, and less concrete, too. And it works as well as ever 130 years later.10

			Reinforced concrete is much stronger and more practical than the unreinforced stuff. It can span larger gaps, allowing concrete to soar in the form of bridges and skyscrapers. But here’s the problem: if cheaply made, it will rot from the inside as water gradually seeps in through tiny cracks in the concrete and rusts the steel. This process is currently destroying infrastructure across the United States;* in twenty or thirty years’ time, China will be next. China poured more concrete in the three years after 2008 than the United States poured during the entire twentieth century, and nobody thinks all of that concrete is made to exacting standards.

			There are many new methods for improving concrete, including special treatments to prevent water from getting through to the steel. There’s “self-healing” concrete, full of bacteria that secrete limestone, which reseals any cracks. And “self-cleaning” concrete, infused with titanium dioxide, breaks down smog, keeping the concrete sparkling white. Improved versions of the technology may even give us street surfaces that clean what’s coming out of car exhausts.11

			There are efforts to figure out ways to reduce energy use and carbon emissions in making concrete. If researchers succeed in that, the environmental rewards will be high.12

			Yet ultimately, there is much more we could be doing with the simple, trusted technology we have already. Hundreds of millions of people around the world live in dirt-floor houses; hundreds of millions of people could have their lives improved with a program like Piso Firme. Other studies have shown large gains from laying concrete roads in rural Bangladesh—improved school attendance, agricultural productivity, and wages of farmworkers.13

			Perhaps concrete serves us best when we use it simply.
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			Insurance

			A decade ago—as a stunt for a radio program—I phoned one of the UK’s leading betting shops and tried to take a bet that I was going to die within a year. The woman on the end of the phone refused: it was against company policy. That was an unprofitable decision, since I am, after all, still alive. But a betting shop won’t gamble on life and death. A life insurance company, by contrast, does little else.

			Legally and culturally, there’s a clear distinction between gambling and insurance. Economically, the difference is not so easy to see. Both the gambler and the insurer are agreeing that money will change hands depending on what transpires in some unknowable future.

			It’s an old—almost primal—idea. Gambling tools such as dice date back millennia; perhaps five thousand years in Egypt. In India, twenty-five centuries ago, they were popular enough to be included in a list of games that the Buddha refused to play.1 Insurance may be equally ancient. The Code of Hammurabi—a law code from Babylon, in what is now Iraq—is nearly four thousand years old. It devotes considerable attention to the topic of “bottomry,” which was a kind of maritime insurance bundled together with a business loan: a merchant would borrow money to fund a ship’s voyage, but if the ship sank, the loan did not have to be repaid.2

			Around the same time, Chinese merchants were spreading their risks by swapping goods among ships—if any one ship went down, it would contain a mix of goods from many different merchants.3 But all that physical shuffling around is a fuss. It’s more efficient to structure insurance as a financial contract instead. A couple of millennia later, that’s what the Romans did, with an active marine insurance market. Later still, Italian city-states such as Genoa and Venice continued the practice, developing increasingly sophisticated ways to insure the ships of the Mediterranean.

			Then, in 1687, a coffeehouse opened on Tower Street, near the London docks. It was comfortable and spacious, and business boomed. Patrons enjoyed the fire; tea, coffee, and sherbet; and, of course, the gossip. There was a lot to gossip about: London had recently experienced the Great Plague, the Great Fire, the Dutch navy sailing up the Thames, and a revolution that had overthrown the king.

			But above all, the regulars at this coffeehouse loved to gossip about ships: what was sailing from where, with what cargo—and whether it would arrive safely or not. And where there was gossip, there was an opportunity for a wager. The patrons loved to bet. They bet, for instance, on whether Admiral John Byng would be shot for his incompetence in a naval battle with the French (he was). The gentlemen of Lloyd’s would have had no qualms about taking my bet on my own life.

			The proprietor saw that his customers were as thirsty for information to fuel their bets and gossip as they were for coffee, and so he began to assemble a network of informants and a newsletter full of information about foreign ports, tides, and the comings and goings of ships. His name was Edward Lloyd. His newsletter became known as Lloyd’s List. Lloyd’s coffeehouse hosted ship auctions, and gatherings of sea captains who would share stories. And if someone wished to insure a ship, that could be done, too: a contract would be drawn up, and the insurer would sign his name underneath—hence the term “underwriter.” It became hard to say quite where coffeehouse gambling ended and formal insurance began.

			Naturally, underwriters congregated where they could be best informed, because they needed the finest possible grasp of the risks they were buying and selling. Eight decades after Lloyd had established his coffeehouse, a group of underwriters who hung out there formed the Society of Lloyd’s. Today, Lloyd’s of London is one of the most famous names in insurance.4

			But not all modern insurers have their roots in gambling. Another form of insurance developed not in the ports, but in the mountains—and rather than casino capitalism, this was community capitalism. Alpine farmers organized mutual aid societies in the early sixteenth century, agreeing to look after one another if a cow—or perhaps a child—got sick. While the underwriters of Lloyd’s viewed risk as something to be analyzed and traded, the mutual assurance societies of the Alps viewed risk as something to be shared. A touchy-feely view of insurance, maybe, but when the farmers descended from the Alps to Zurich and Munich, they established some of the world’s great insurance companies.5

			Risk-sharing mutual aid societies are now among the largest and best-funded organizations on the planet: we call them “governments.” Governments initially got into the insurance business as a way of making money, typically to fight some war or other in the turmoil of Europe in the 1600s and 1700s. Instead of selling ordinary bonds, which paid in regular installments until they expired, governments sold annuities, which paid in regular installments until the recipient expired. Such a product was easy enough for a government to supply, and they were much in demand.6 Annuities were popular products because they, too, are a form of insurance—they insure an individual against the risk of living so long that all her money runs out.

			Providing insurance is no longer a mere money-spinner for governments. It is regarded as one of their core priorities to help citizens manage some of life’s biggest risks—unemployment, illness, disability, and aging. Much of the welfare state, as we’ve seen, is really just a form of insurance. In principle some of this insurance could be provided by the marketplace, but faced with such deep pools of risk, private insurers often merely paddle. And in poorer countries, governments aren’t much help against life-altering risks, such as crop failure or illness. Private insurers don’t take much of an interest, either. The stakes are too low, and the costs too high.

			That is a shame. The evidence is growing that insurance doesn’t just provide peace of mind, but is a vital element of a healthy economy. A recent study in Lesotho showed that highly productive farmers were being held back from specializing and expanding by the risk of drought—a risk against which they couldn’t insure themselves. When researchers created an insurance company and started selling crop insurance, the farmers bought the product and expanded their businesses.7

			But for private insurers, there isn’t much money to be made supplying crop insurance in tiny Lesotho. They can do better by playing on our fears of the slings and arrows of outrageous fortune and selling richer consumers overpriced cover against overblown risks, like a cracked mobile phone screen.

			Today, the biggest insurance market of all blurs the line between insuring and gambling: the market in financial derivatives. Derivatives are financial contracts that let two parties bet on something else—perhaps exchange rate fluctuations, or whether a debt will be repaid or not. They can be a form of insurance. An exporter hedges against a rise in the exchange rate; a wheat-farming company covers itself by betting that the price of wheat will fall. For these companies, the ability to buy derivatives frees them up to specialize in a particular market. Otherwise, they’d have to diversify—like the Chinese merchants four millennia ago, who didn’t want all their goods in one ship. And the more an economy specializes, the more it tends to produce.

			But unlike boring old regular insurance, for derivatives you don’t need to find people with a risk they need to protect themselves against: you just need to find someone willing to take a gamble on any uncertain event anywhere in the world. It’s a simple matter to double the stakes—or multiply them by a hundred. As the profits multiply, all that’s needed is the appetite to take risks. Before the international banking crisis broke in 2007, the total face value of outstanding derivatives contracts was many times larger than the world economy itself. The real economy became the sideshow; the side bets became the main event. That story did not end well.8

		

	
		
			Conclusion: Looking Forward

			Economic calamities such as the 2007–2008 global financial crisis should not obscure the bigger picture: life for most people today is vastly better than life for most people in the past.

			A century ago, global average life expectancy at birth was just thirty-five; when I was born in the 1970s, it was sixty; recently it rose above seventy.1 A baby born in the least propitious countries today—such as Burma, Haiti, and the Democratic Republic of the Congo—has a better chance of surviving infancy than any baby born in 1900.2 The proportion of the world’s population living in the most extreme poverty has fallen from about 95 percent two centuries ago to about 60 percent fifty years ago to about 10 percent today.3

			Ultimately, the credit for this progress rests with the invention of new ideas like the ones described in this book. And yet few of the stories we’ve had to tell about these inventions have been wholly positive. Some inventions did great harm. Others would have done much more good if we had used them wisely.

			It’s reasonable to assume that future inventions will deliver a similar pattern: broadly, they will solve problems and make us richer and healthier, but the gains will be uneven and there will be blunders and missed opportunities.

			It’s fun to speculate about what those inventions might be, but history cautions against placing much faith in futurology. Fifty years ago, Herman Kahn and Anthony J. Wiener published The Year 2000: A Framework for Speculation. Their crystal-ball gazing got a lot right about information and communication technology. They predicted color photocopying, multiple uses for lasers, “two-way pocket phones,” and automated real-time banking. That’s impressive. But Kahn and Wiener also predicted undersea colonies, silent helicopter-taxis, and cities lit by artificial moons.4 Nothing looks more dated than yesterday’s technology shows and yesterday’s science fiction.

			We can make two predictions, though. First, the more human inventiveness we encourage, the better that’s likely to work out for us. And, second, with any new invention, it makes sense to at least ask ourselves how we might maximize the benefits and mitigate the risks.

			What lessons have we learned from the forty-nine inventions so far?

			We’re already a long way toward learning one big lesson about encouraging inventiveness: most societies have realized that it isn’t sensible to waste the talents of half their populations. It will not have escaped your notice that most of the inventors we’ve encountered have been male, and no wonder—who knows how many brilliant women, like Clara Immerwahr, were lost to history after having their ambitions casually crushed.

			Education matters, too—just ask Leo Baekeland’s mother, or Grace Hopper’s father. Here, again, there are reasons to be optimistic. There’s probably a lot more we could do to improve schooling through technology: indeed, that’s a plausible candidate for future economy-changing inventions. But already any child in an urban slum who has an Internet connection has greater potential access to knowledge than I had in a university library in the 1990s.

			Other lessons seem easier to forget, like the value of allowing smart people to indulge their intellectual curiosity without a clear idea of where it might lead. In bygone days, this implied a wealthy man like Leo Baekeland tinkering in his lab; in the more recent past, it’s meant government funding for basic research—producing the kinds of technologies that enabled Steve Jobs and his team to invent the iPhone. Yet basic research is inherently unpredictable. It can take decades before anybody makes money putting into action what’s been learned. That makes it a tough sell to private investors, and an easy target for government cutbacks in times of austerity.5

			Sometimes inventions just bubble up without any particular use in mind—the laser is a famous example, and paper was originally used for wrapping, not writing. But many of the inventions we’ve encountered have resulted from efforts to solve a specific problem, from Willis Carrier’s air-conditioning to Frederick McKinley Jones’s refrigerated truck. That suggests that if we want to encourage more good ideas, we can concentrate minds by offering prizes for problem solving. Remember how the Longitude Prize inspired Harrison to create his remarkable clocks?

			There’s recently been fresh interest in this idea: for example, the DARPA Grand Challenge, which began in 2004, helped kick-start progress in self-driving cars; on the 300th anniversary of the original Longitude Prize, the UK’s innovation foundation Nesta launched a new Longitude Prize for progress in testing microbial resistance to antibiotics; and perhaps the biggest initiative is the pneumococcal Advanced Market Commitment, which has rewarded the development of vaccines with a $1.5 billion pot, supplied by five donor governments and the Gates Foundation.

			The promise of profit is a constant motivator, of course. And we’ve seen how intellectual property rights can add credibility to that promise by rewarding the successful inventor with a time-limited monopoly. But we also saw that this is a double-edged sword, and there’s an apparently inexorable trend toward making intellectual property rights even longer and broader despite a widespread view among economists that they are already so overreaching that they’re strangling innovation.

			More broadly, what kinds of laws and regulations encourage innovation is a question with no easy answers. The natural assumption is that bureaucrats should err on the side of getting out of the way of inventors, and we’ve seen this pay dividends. A laissez-faire approach gave us M-Pesa. But it also gave us the slow-motion disaster of leaded gasoline; there are some inventions that governments really should be stepping in to prevent. And the process that produced the technology inside the iPhone was anything but laissez-faire.

			Some hotbeds of research and development, such as medicine, have well-established governance structures that are arguably sometimes too cautious. In other areas, from space to cyberspace, regulators are scrambling to catch up. And it’s not only premature or heavy-handed regulation that can undermine the development of an emerging technology—so, paradoxically, can a total lack of regulation. If you’re investing in drones, say, you want reassurance that irresponsible competitors won’t be able to rush their half-ready products to market, creating a spate of accidents and a public backlash that causes governments to ban the technology altogether.

			Regulators’ task is complicated because, as we saw with public-key cryptography, most inventions can be used for either good or ill. How to manage the risks of “dual use” technologies could become an increasingly vexed dilemma: only big states can afford nuclear missile programs, but soon almost anyone might be able to afford a home laboratory that could genetically engineer bacteriological weapons—or innovative new medicines.6

			Adding to the challenge, the potential of inventions often becomes clear only when they combine with other inventions: think of the elevator, air-conditioning, and reinforced concrete, which together gave us the skyscraper. Now imagine combining a hobbyist’s quadrocopter drone, facial recognition and geolocation software, and a 3-D printer with a digital template for a gun: you have, hey presto, a homemade autonomous assassination drone. How are we supposed to anticipate the countless possible ways future inventions will interact? It’s easy to demand that our politicians just get it right—but starry-eyed to expect that they will.

			However, perhaps the biggest challenge that future inventions will create for governments is that new ideas tend to create losers as well as winners. Often, we regard that as just tough luck: nobody clamored for compensation for second-tier professional musicians whose work dried up because of the gramophone; nor did the bar code and shipping container lead to subsidies for mom-and-pop shops to keep their prices competitive with Walmart.

			But when the losers are a wide-enough swath of population, the impact can be socially and politically tumultuous. The industrial revolution ultimately raised living standards beyond what anyone might have dreamed in the eighteenth century, but it took the military to subdue the Luddites, who correctly perceived that it was disastrous for them. It’s hardly fanciful to see echoes of Ned Ludd in the electoral surprises of 2016, from Brexit to President Trump. The technologies that enabled globalization have helped lift millions out of poverty in countries like China—one of the poorest places on earth fifty years ago, and now a solidly middle-income economy—but left whole communities in postindustrial regions of Western countries struggling to find new sources of stable, well-paid employment.

			While populists surf the wave of anger by blaming immigrants and free trade, bigger long-term pressures always come from technological change. What will President Trump do if—when—self-driving vehicles replace 3.5 million American truck drivers?7 He doesn’t have an answer; few politicians do.

			We’ve already discussed one possible approach: a universal basic income, payable to all citizens. That’s the sort of radical thinking we might need if artificial intelligence and robots really do live up to the hype and start outperforming humans at any job you care to name. But, like any new idea, it would cause new problems: notably, who’s in and who’s out? The welfare state and the passport prop each other up—and while universal basic income is an attractive idea in some ways, it looks less utopian when combined with impenetrable border walls.

			In any case, my guess is that worries about the robot job-apocalypse are premature. It’s very much in our minds now, but a final lesson from our fifty inventions is not to get too dazzled by the hottest new thing. In 2006, MySpace surpassed Google as the most visited website in the United States;8 today, it doesn’t make the top thousand.9 Writing in 1967, Kahn and Wiener made grand claims for the future of the fax machine. They weren’t entirely wrong—but the fax machine is now close to being a museum piece.

			Many of the inventions we’ve considered in these pages are neither new nor especially sophisticated, starting with the plow: it’s no longer the technological center of our civilization, but it’s still important and it has changed less than we might think. This old technology still works and it still matters.

			This isn’t just a call for us to appreciate the value of old ideas, although it is partly that: an alien engineer visiting from Alpha Centauri might suggest it would be good if the enthusiasm we had for flashy new things was equally expressed for fitting more S-bends and pouring more concrete floors.

			It’s also a reminder that systems have their own inertia, an idea we encountered with Rudolf Diesel’s engine: once fossil-fueled internal combustion engines reached a critical mass, good luck with popularizing peanut oil or getting investors to fund research into improving the steam engine. Some systems, like the shipping container, work so well it’s hard to see why anyone would want to rethink them. But even systems that most people agree could have been done better, for instance the QWERTY keyboard layout, are remarkably resistant to change.10

			Bad decisions cast a long shadow. Yet the benefits of good decisions can last a surprisingly long time. And, for all the unintended consequences and unwelcome side effects of the inventions we’ve considered in these pages, overall they’ve have had vastly more good effects than bad.

			Sometimes, as our last invention will show, they’ve improved our lives almost beyond our ability to measure.

		

	
		
			50.

			Epilogue: The Lightbulb

			Back in the mid-1990s, an economist named William Nordhaus conducted a series of simple experiments. One day, for instance, he used a prehistoric technology: he lit a wood fire. Humans have been gathering and chopping and burning wood for tens of thousands of years. But Nordhaus also had a piece of high-tech equipment with him: a Minolta light meter. He burned twenty pounds of wood, kept track of how long it burned, and carefully recorded the dim, flickering firelight with his meter.

			Another day, Nordhaus bought a Roman oil lamp—a genuine antique, he was assured—fitted it with a wick, and filled it with cold-pressed sesame oil. He lit the lamp and watched the oil burn down, again using the light meter to measure its soft, even glow. Nordhaus’s open wood fire had burned for just three hours when fueled with twenty pounds of wood. But a mere eggcup of oil burned all day, and more brightly and controllably.1

			Why was Nordhaus doing this? He wanted to understand the economic significance of the lightbulb. But that was just part of a larger project. Nordhaus wanted, if you’ll forgive the play on words, to shed light on a difficult issue for economists: how to keep track of inflation, of the changing cost of goods and services.

			To see why this is difficult, consider the price of traveling from, say, Lisbon in Portugal to Luanda in Angola. When first made by Portuguese explorers, the journey would have been an epic expedition, taking months via sailing ship. Later, by steam ship, it would have taken a few days. Then by plane, a few hours. An economic historian who wanted to measure inflation could start by tracking the price of passage on the steamer; but then, once an air route opened up, which price do you look at? Perhaps you simply switch to the airline ticket price once more people start flying than sailing. But flying is a different service—faster, more convenient. If more travelers are willing to pay twice as much to fly, it hardly makes sense for inflation statistics to record that the cost of the journey has suddenly doubled. How, then, do we measure changes in inflation when what we’re able to buy changes so radically over time?

			This question isn’t simply a technical curiosity. How we answer it underpins our view of human progress over the centuries. The economist Timothy Taylor begins his introductory economics lectures by asking his students: Would you rather be making $70,000 a year now or $70,000 a year in 1900?

			At first glance, that’s a no-brainer: $70,000 in the year 1900 is a much better deal. It’s worth about $2 million in today’s terms, after adjusting for inflation. A dollar would buy much more in 1900—enough steak to feed a family; enough bread for a fortnight. For a dollar you could hire a man to work for you all day. Your $70,000 salary would easily pay for a mansion, housemaids, and a butler.

			Yet of course, in another way a dollar in 1900 buys much less than today. A dollar today will buy you an international phone call on a portable phone, or a day’s worth of broadband Internet access—or a course of antibiotics. In 1900, none of that was available, not to the richest men in the world.2

			And all this may explain why the majority of Timothy Taylor’s students said they’d rather have a decent income now than a fortune a century ago. And it’s not just the high-tech stuff; they also knew their money would buy better central heating, better air-conditioning, and a much better car—even if they had no butler and fewer steak dinners. Inflation statistics tell us that $70,000 today is worth much less than $70,000 in 1900. But people who’ve experienced modern technology don’t see things that way.

			Because we don’t have a good way to compare an iPod today with a gramophone a century ago, we don’t really have a good way to quantify how much all the inventions described in this book have really expanded the choices available to us. We probably never will.

			But we can try—and Bill Nordhaus was trying as he fooled around with wood fires, antique oil lamps, and Minolta light meters. He wanted to unbundle the cost of a single quality that humans have cared deeply about since time immemorial, using the state-of-the-art technology of different ages: illumination. That’s measured in lumens, or lumen-hours. A candle, for example, gives off 13 lumens while it burns; a typical modern lightbulb is almost a hundred times as bright as that.

			Imagine a hard week’s work gathering and chopping wood, ten hours a day for six days. Those sixty hours of work would produce 1,000 lumen-hours of light. That’s the equivalent of one modern lightbulb shining for just fifty-four minutes, although what you’d actually get is many more hours of dim, flickering light instead. Of course, light isn’t the only reason to burn fires: keeping warm, cooking food, and frightening off wild animals are also benefits. Still, if you wanted light and a wood fire was your only option, you might instead decide to wait until the sun comes up before doing what you wanted.

			Thousands of years ago, better options came along—candles, from Egypt and Crete, and oil lamps from Babylon. The light they provided was steadier and more controllable, but still prohibitively expensive. In a diary entry of May 1743, the president of Harvard University, the Reverend Edward Holyoke, noted that his household had spent two days making seventy-eight pounds of tallow candles.3 Six months later he noted, stenographically, “Candles all gone.” And those were the summer months.

			Nor were these the romantic, clean-burning paraffin wax candles we use today. The wealthiest people could afford beeswax, but most people—even the Harvard president—used tallow candles: stinking, smoking sticks of animal fat. Making such candles involved heating up the animal fat and patiently dipping and redipping wicks into the molten lard. It was pungent and time-consuming work. According to Nordhaus’s research, if you set aside one whole week a year to spend sixty hours devoted exclusively to making candles—or earning the money to buy them—that would enable you to burn a single candle for just two hours and twenty minutes every evening.

			Things improved a little as the eighteenth and nineteenth centuries unfolded. Candles were made of spermaceti—the milk-hued oily gloop harvested from dead sperm whales. Ben Franklin loved the strong, white light they gave off, and the way they “may be held in the Hand, even in hot Weather, without softening; that their Drops do not make Grease Spots like those from common Candles; that they last much longer.” While the new candles were pleasing, they were pricey. George Washington calculated that burning a single spermaceti candle for five hours a night all year would cost him eight pounds—well over $1,000 in today’s money.4 A few decades later, gas lamps and kerosene lamps helped lower lighting costs; they also saved the sperm whale from extinction.5 But they, too, were basically an expensive hassle. They tipped, dripped, smelled, and set fire to things.

			Then something changed. That something was the lightbulb.

			By 1900, one of Thomas Edison’s carbon filament bulbs would provide you with ten days of bright, continuous illumination, a hundred times as bright as a candle, for the money you’d earn with our sixty-hour week of hard labor. By 1920, that same week of labor would pay for more than five months of continuous light from tungsten filament bulbs; by 1990, it was ten years. A couple of years after that, thanks to compact fluorescent bulbs, it was more than five times longer. The labor that had once produced the equivalent of fifty-four minutes of quality light now produced fifty-two years. And modern LED lights continue to get cheaper and cheaper. 6

			Switch off a lightbulb for an hour and you’re saving illumination that would have cost our ancestors all week to create. It would have taken Benjamin Franklin’s contemporaries all afternoon. But someone in a rich industrial economy today could earn the money to buy that illumination in a fraction of a second. And of course lightbulbs are clean, safe, and controllable—no flicker or stink of pig fat or risk of fire. You could leave a child alone with one. 7

			None of this has been reflected in traditional measures of inflation, which Nordhaus reckons has overstated the price of light by a factor of about 1,000 since 1800. Light seems to have become more expensive over time, but in fact it’s vastly cheaper. Timothy Taylor’s students instinctively feel that they could buy more of what they really want with $70,000 today than $70,000 in 1900. Bill Nordhaus’s investigations suggest that—when it comes to light, at least—they’re quite right.

			That’s why I wanted to finish this book with the story of light—not the now familiar development of the incandescent bulb by Thomas Edison and Joseph Swan—but the story of how, over the centuries, humanity has developed innovation after innovation to utterly transform our access to light.

			Those innovations have transformed our society into one where we can work whenever we want to work, and read or sew or play whenever we want, regardless of how dark the night has become.

			No wonder that the lightbulb is still the visual cliché for “new idea”—literally, the icon for invention. Yet even iconic status underrates it. Nordhaus’s research suggests that however much we venerate it, perhaps we do not venerate it enough. The price of light alone tells that story: it has fallen by a factor of 500,000, far faster than official statistics suggest, and so fast that our intuition cannot really grasp the miracle of it all.

			Man-made light was once a thing that was too precious to use. Now it is too cheap to notice. If ever there was a reminder that progress is possible—that amid all the troubles and challenges of modern life, we have much to be grateful for—then this is it.
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					*Until barbed wire was developed, settlers in the American West had legal rights over their land but no way of exerting practical control. Later in the book, we’ll discuss the mirror image of that situation: countries in which people have practical control over their homes and farms but no legal rights.

				

	
				
					*Eventually one of these gambles failed to pay off; in 1986, when McLean was seventy-two, his vast business was driven into bankruptcy. He had invested heavily in highly fuel-efficient ships, but the price of oil fell sharply, making that costly investment unprofitable. Five years later, he was back in business. He clearly loved his calling as an entrepreneur.

				

	
				
					*As Simon Singh points out in The Code Book (1999), it emerged much later that British researchers working for the Government Communications Headquarters (GCHQ), the British intelligence and security organization, had actually developed the crucial ideas of public-key cryptography a few years earlier. That research was classified and remained secret until 1997.

				

	
				
					*John Harrison solved the longitude problem, but he was never actually paid the prize he thought he deserved. In Longitude (1995), Dava Sobel makes a persuasive case that Harrison was unfairly deprived of his prize by the machinations of envious astronomers. But there’s an alternative view: that because Harrison jealously guarded the details of how his clock worked, he did not provide a practical solution to the longitude problem—he merely demonstrated that he had such a solution within his gift.

				

	
				
					*Shelley thought of the idea during the “year without a summer,” the apocalyptic conditions in Europe that followed the eruption of Mount Tambora in Indonesia. Incessant rain confined Shelley and her clique—including Percy Shelley and Lord Byron—to a villa overlooking Lake Geneva. They competed to produce the most frightening story. As well as being influenced by Galvanism, Shelley’s vision of a monster who was a homeless, friendless outcast may have echoed her experience of seeing starving peasants roaming from village to village in search of food. The same grim exposure to this suffering inspired the young Justus von Liebig to a life dedicated to preventing hunger.

				

	
				
					*One possibility: innovation prizes such as those discussed in chapter 32 on clocks—and in particular the Advanced Market Commitment funded by five donor governments and by the Gates Foundation. The Advanced Market Commitment has already led to the widespread use of pneumococcal vaccines (see here).

				

	
				
					*The word “ream”—500 sheets of paper—is derived from the Arabic rizma, meaning “bundle” or “bale.” But most English words for paper are dismissive of its origins: both the Latin papyrus and the Greek chartes (hence cartoon, cartography, card) refer to an Egyptian reed, not to true paper. Papyrus isn’t much good for making books, because it frays at creases and edges.

				

	
				
					*The American Society of Civil Engineers noted in its “2017 Infrastructure Report Card” that “56,007—9.1 [percent]—of the nation’s bridges were structurally deficient in 2016,” and that an estimated $123 billion was needed for bridge repair (www.infrastructurereportcard.org).
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